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DAY FIVE

CLearning & Revision for the Dc:y)

+ Matrix + Algebra of Matrices + Trace of a Matrix

+ Types of Matrices + Transpose of a Matrix + Equivalent Matrices

+ Equality of Matrices + Some Special Matrices « Invertible Matrices
L]

Matrix

° A matrix is an arrangement of numbers in rows and columns.

* A matrix having m rows and n columns is called a matrix of order m x nand the
number of elements in this matrix will be mn.

o, @, a; .. a,0

e A matrix of order m x nis of the form A = EF“ % Gy e G 0

Some important terms related to matrices

¢ The element in the ith row and jth column is denoted by a;.
e The elements a,, a,,, a,,...... are called diagonal elements.

e The line along which the diagonal elements lie is called the principal diagonal or
simply the diagonal of the matrix.

Types of Matrices

e If all elements of a matrix are zero, then it is called a null or zero matrix and it is
denoted by O.

* A matrix which has only one row and any number of columns is called a row matrix
and if it has only one column and any number of rows, then it is called a column
matrix.

e If in a matrix, the number of rows and columns are equal, then it is called a square
matrix. If A =[q,], , ,, then it is known as square matrix of order n.

e If in a matrix, the number of rows is less/greater than the number of columns, then it
is called rectangular matrix.

e If in a square matrix, all the non-diagonal elements are zero, it is called a diagonal
matrix.



e If in a square matrix, all non-diagonal elements are zero
and diagonal elements are equal, then it is called a
scalar matrix.

e If in a square matrix, all non-diagonal elements are zero
and diagonal elements are unity, then it is called an unit
(identity) matrix. We denote the identity matrix of order
nby I, and when order is clear from context then we
simply write it as I.

* In a square matrix, if a; =0, 0 > j, then it is called an
upper triangular matrix and if a; =0, i< j, then it is
called a lower triangular matrix.

NOTE ¢ The diagonal elements of diagonal matrix may or may
not be zero.

Equality of Matrices

Two matrices A and B are said to be equal, if they are of
same order and all the corresponding elements are equal.

Algebra of Matrices
« fA=[q),,,and B=b,]
order, then A + B =[a; +b,]
wherei =1,2,...,m,j=1,2,...,n.

be two matrices of same
and A -B =[a; —b,;]

m xn

m X n m x n’

e If A =[q;] be an m x n matrix and k be any scalar, then,
kA =[ka;]

e If A=l[q],.,and B=[b,], ., be any two matrices such
that number of columns of A is equal to the number of
rows of B, then the product matrix AB =|c,], of order

mxn*

m x p, where ¢, = Z ay by
k=1

Some Important Properties

e A+ B =B + A (Commutativity of addition)
(A+B)+C =A +(B +C) (Associativity of addition)
o (A + B) =0A +aB, where a is any scalar.

(@ +B)A =aA +BA, where a and B are any scalars.
o (BA) =(@p) A, where a and B are any scalars.
(AB)C = A (BC) (Associativity of multiplication)
Al=A=]A

A (B + C) = AB + AC (Distributive property)

NOTE * A’ =A[A A’ =AMAA =A* A, ...

* Ifthe product ABis possible, then it is not necessary that
the product BA'is also possible. Also, it is not necessary
that AB = BA.

* The product of two non-zero matrices can be a zero
matrix.

Transpose of a Matrix

Let A be m x nmatrix, then the matrix obtained by interchanging
the rows and columns of A is called the transpose of A and is
denoted by A’ or A® or A”.

If A be m x nmatrix, A’ will be n x m matrix.

Important Results

(i) If A and B are two matrices of order m x n, then
(AtBf=A+ B

(ii) If k is a scalar, then (kK A) = k A’

)
(i) (A'y = A
(iv) (ABf =B A’
(V) (A"y =(A")"

Some Special Matrices

* A square matrix A is called an idempotent matrix,
if it satisfies the relation A* = A.

* A square matrix A is called nilpotent matrix of order k,
if it satisfies the relation A* = O, for some k ON.

* The least value of k is called the index of the nilpotent
matrix A.

* A square matrix A is called an involutary matrix,
if it satisfies the relation A* =1.

* A square matrix A is called an orthogonal matrix,
if it satisfies the relation AA'=Tor A’ A=1.

* A square matrix A is called symmetric matrix,
if it satisfies the relation A' = A.

* A square matrix A is called skew-symmetric matrix,
if it satisfies the relation A’ = — A.

NOTE © If A and B are idempotent matrices, then A + B is idempotent

iff AB = —BA.
4 a a0
cIfA= Sq b, b, Eis orthogonal, then
@‘1 CZ C3 E

Sa’=35b =3¢ =1land Zab =Shc, =Zac, =0
* If Aand B are symmetric matrices of the same order, then
(i) AB is symmetric if and only if AB =BA.
(i) A = B, AB + BA are also symmetric matrices.
* If Aand B are two skew-symmetric matrices, then
(i) A+ B, AB — BA are skew-symmetric matrices.
(i) AB + BAis a symmetric matrix.

* Every square matrix can be uniquely expressed as the sum of
symmetric and skew-symmetric matrices.
e A =%(A + A+ %(A -A"), where% (A + A')and % (A - A"

are symmetric and skew-symmetric respectively.



Trace of a Matrix
The sum of the diagonal elements of a square matrix A is
called the trace of A and is denoted by tr(A).
(i) tr(AA) = A tr(A) (i) tr(A) =tr(A")
(iii) tr(AB)=tr(BA)

Equivalent Matrices

Two matrices A and B are said to be equivalent, if one is
obtained from the other by one or more elementary operations
and we write A ~ B.

types are called elementary

Following of operations

operations.
(i) Interchanging any two rows (columns).
This transformation is indicated by
R - R (C, - C)
(ii) Multiplication of the elements of any row (column) by a
non-zero scalar quantity, indicated as
Hi - kRi [Ci - kci)

(iii) Addition of constant multiple of the elements of any row
(column) to the corresponding elements of any other row
(column), indicated as

R -~ R + kR, (C, - C, +kC).

Invertible Matrices

e A square matrix A of order nis said to be invertible if there
exists another square matrix B of order n such that
AB=BA =1.

e The matrix B is called the inverse of matrix A and it is
denoted by A™.

Some Important Results

e Inverse of a square matrix, if it exists, is unique.

e AAT =1=A"A

e If A and B are invertible, then (AB)™" =B A™

e (A ="

e If A is symmetric, then A™ will also be symmetric matrix.
¢ Every orthogonal matrix is invertible.

(DAY PRACTICE SESSION 1)

FOUNDATION QUESTIONS EXERCISE

1I1fA= 00 nd B = 0 _mthen which of the following is
ER H of
correct? = NCERT Exemplar
(@) (A+B)OA-B)=A° +B? (b)(A+B)QA-B) =A? -B?
(c)(A+B)A-B) =1 (d) None of these

2 If p, g, r are 3 real numbers satisfying the matrix

B 4 10

equation, [p g r] % 2 SB: [3 01],then2p+qg -ris
? 0 28

equal to = JEE Mains 2013

(a) -3 (b) =1 (c) 4 (d) 2
3 In a upper triangular matrix n x n, minimum number of
zeroes is
nn -1 nn+1
(c) @ (d) None of these

o 20 @ 00O
4 letA= nd B = -a,b ON.Then,
B 4 # bf

(a) there exists more than one but finite number of B’s such
that AB = BA

(b) there exists exactly one B such that AB = BA

(c) there exist infinitely many B's such that AB = BA

(d) there cannot exist any B such that AB = BA

AP 2 30
51fA= ndB= 50then

Ha 2 s 0 °p

2 15

(a) AB, BA exist and are equal

(b) AB, BA exist and are not equal
(c) AB exists and BA does not exist
(d) AB does not exist and BA exists

6 If w #1is the complex cube root of unity and matrix

[ 00 .
H = then H™® is equal to
B of

(a)H (b)0 (c)-H (d) H?
7 If Aand B are 3 x 3 matrices such that AB = A and
BA =B, then

(a)A>=Aand B*#B
(c)A?> =A and B? =8B

(b) A #A and B? =B
(d)A* 2A and B® #B

8 For each real number x such that -1 < x <1, let

o1 -x [0

A(X):S_X 1_Xgandzz X+y.Then,
=X 1. Xy
H-x 1-x0g

(@) A2) = Ax) + Ay)

(b) A2) = AX) [AW)]™

(c) Alz) = Alx) CA()

(d) A@2) = Alx) — Ay)



10

11

12

13

14

15

16

17

[cosa -sina 00O
gsina cosa Og then A(a) A(B) is equal to
g0 0 18

(a) ALB) (b) A +B) (c) Ale -B)  (d) None
If Ais 3 x 4 matrix and B is a matrix such that A' B and
BA'" are both defined, then B is of the type

If Aa) =

(a)4 x 3 (b)3 x4 (c)3x3 (d)4 x4
o 2 20

IfA= % 1 —2%]8 a matrix satisfying the equation
B 2 bg

AAT =9/, where [is 3 x 3 identity matrix, then the ordered
pair (a,b) is equal to = JEE Mains 2015

(@ @-1 o210 (© @ (d) (=2, -1)

M 0 10 O 0 oo
— O — O 2 2
|fE_%) 0 1DandF—g) 1 OgthenE® F + F°E
M 0 Of M 0 18
(a) F (b) E (c)0 (d) None

If Aand B are two invertible matrices and both are
symmetric and commute each other, then

(a) both A”'B and A™'B™" are symmetric

(b) neither A™'B nor A™'B™" are symmetric

(c) A"'B is symmetric but A”'B™" is not symmetric

(d) A7'B™"is symmetric but A™”'B is not symmetric

If neither a nor B are multiples of /2 and the product AB
of matrices

_ O cos’a  sina cosa O
E:osa sina sin“a E
O 2 inpOd
and _Ucos .[3 cos.stmB
osBsinp sin“ H
is null matrix, thena - is
(a)0 (b) multiple of 1t
(c) an odd multiple of /2 (d) None of these
g1 2 30
The matrix 0 1 2 3D|s
1 -2 -3
(a) idempotent (b) nilpotent
(c) involutary (d) orthogonal
0sB -sinB
IfA= EC, |:lthen
Esme cos GH

(a) Ais skew-symmetric
(c) idempotent

(b) symmetric
(d) orthogonal

Oa a&°’-1 -2 0
If A= % +1 1 a%+ 4Bis symmetric, then a is
52 4a 5 F

(c) -1 (d) None

o 2 20
18 If A= % 1 —ZEand ATA = AAT =/, then xy is
& 2 YA
equal to
(a) -1 (b) 1 (c) 2 (d)y -2
19 If A and B are symmetric matrices of the same order and
X =AB+BAandY = AB - BA, then (XY)" is equal to

(a) XY (b) YX
(c) =YX (d) None of these
o O oo o 0 0O

20LetA=§) 1 15/:%) 1 ogand
M -2 459 @ 0 1\

a

Al = Q—S(A2 +CcA + d/)EThe values of c and d are

(@) (-6 -11) (b) (6.11)
() (=617 (d) 6 -11)

21 Elements of a matrix A of order 9 x 9 are defined as
a; = */ (where wis cube root of unity), then trace (A) of

the matrix is
(@)0 (b) 1 (c)w (d)w’
o -1 10 o4 2 20
22 IfA:% 1 -3 gandA1—%S-5 0 agthen
5] 18 B1 -2 30
a is equal to
(a) -2 (b) 5 (c) 2 (d) -1

23 If Ais skew-symmetric and B =(/
(a) symmetric
(b) skew-symmetric
(c) orthogonal
(d) None of the above

-AY(I + A), thenBis

24 Let A be a square matrix satisfying A*> + 5A + 5/ =0.
The inverse of A + 2/ is equal to

(@) A=-21 (b) A+ 3l
(c)A-3I (d) does not exist
1
25 Let A= = o Then A® is
H/3 1H
[| 1 00O
10 [|
B1/348 15 @g 348@ a
EL} ?E (d) None of these

26 If X is any matrix of order n x p and / is an identity matrix
of order n x n, then the matrix M =/ = X (X' X)™" X" is
|. [dempotent matrix
I.MX =0

(a) Only l'is correct
(c) Both I and Il are correct

(b) Only Il is correct
(d) None of them is correct



27 Let A and B be two symmetric matrices of order 3.

Statement | A (BA) and (AB) A are symmetric
matrices.

Statement Il AB is symmetric matrix, if matrix
multiplication of A with B is commutative.
(a) Statement | is true, Statement Il is true; Statement Il is a
correct explanation for Statement |
(b) Statement | is true, Statement Il is true; Statement Il is
not a correct explanation for Statement |
(c) Statement | is true; Statement Il is false
(d) Statement | is false; Statement Il is true

28 Consider the following relation R on the set of real square
matrices of order 3.
R ={(A B): A =P 'BPfor some invertible matrix P}
Statement | R is an equivalence relation.
Statement Il For any two invertible 3 x 3 matrices M
and N,(MN)" =N"M™.
(a) Statement | is false, Statement Il is true
(b) Statement | is true, Statement Il is true; Statement Il is
correct explanation of Statement |
(c) Statement | is true, Statement Il is true; Statement Il is
not a correct explanation of Statement |
(d) Statement | is true, Statement Il is false

(DAY PRACTICE SESSION 2 )

PROGRESSIVE QUESTIONS EXERCISE

2 1
1 IfA:D Dthenl+2A+3A2+ .. ®is equal to
H4 -2f
EI 4 10 [I 3 1D D 5 2D D 5 20
5-4 oE 5-4 —15 Ers —35 5-3 -8H
2 The matrix A that commute with the matrix BB ﬁis
4
IZEa 2b D [(Pb 2a 0O
(@A=] (b)A= 14 ]
b 2a+ SDEI 2 [Ba 2a+ 3bQd
(c)A= l E[Za *3b 2a |:l(d) None of these
30 3a 2a + 3b[d

3 The total number of matrices that can be formed using 5
different letters such that no letter is repeated in any

matrix, is
(a) 5! (b) 2 x5°
(c)2x (5 (d) None of these

4 If Ais symmetric and B is a skew-symmetric matrix, then
for n ON, which of the following is not correct?
(a) A" is symmetric
(b) B” is symmetric if nis even
(c) A" is symmetric if nis odd only
(d) B" is skew-symmetric if n is odd

10 b 40
5 Consider three matrices X = Y = nd
H4 H "B sH

5 _
Z= - Then the value of the sum
He6 5 E

X)+ tr@X;Z§+ tr ﬁX(ZZ>2§+ tr ﬁX();ZfﬁJr ...towis

(a)6 (b)9
(c) 12 (d) None of these

6 If both A - 15/ and A + 15/ are orthogonal matrices, then

(a) Ais orthogonal
(b) Alis skew-symmetric matrix
(c) Ais symmetric matrix
(d) None of the above
0-1+iy3 -1 —/f D
0 -
21
71HA=0 i=+-Tand f(x)= x> +2,
Ol +iv3 1 —/\/7 D
H 2i 2i E

then f(A)is equal to

@ E f[ll:ﬂ 0O

fl:ll:ﬂ 00O
(b) %DB) 1A

0% 1H
D1 OD o 00
(C) B) 1H 2+I\/7 E) 1%
_ 0 0o -
8 IfA—B 15thenA is equal to
(@ 2" " A-(n-1)1 (b)Y nA=(n-1)1

() 2" " A+ (n-1)1
[cos® sinB0
9 LetA=
© Hsine cosGH

(d) nA+ (n=1)1

Let A" =[b;],.,. Define

lim A" = ||m [6;]5x,- Then lim B—HIS

(a) zero matrix
EIO 10

(c)

H1 of

10 If Bis skew-symmetric matrix of order nand Aisn x1
column matrix and A™ BA =[p], then

(@p<0 (b)p=0
(c)p>0 (d) Nothing can be said

(b) unit matrix
(d) limit does not exist



11 If A,Band A + B are idempotent matrices, then AB is 14 If AL A, ..., A, . _, are n skew-symmetric matrices of

equal to same order, then 8= § (2r =1)(A,, _,)* " will be
r=1

(a) BA (b) - BA (c) ! (d)O
/3 10 (a) symmetric
O -0 1 _ i
121P=02 204=2 "YndQ=pap’ thenP’Q7" P (b) skew-symmetric |
o1 J3 0 E) 1Ha (c) neither symmetric nor skew-symmetric
O2 20 (d) data not adequate
is equal to @ b cO
o 20190 15 Let matrix A = g) c agwhere a, b, c are real positive
(a) E) ’ H m a bA
(b) 1t + 201943 6057 O numbers with abc =1.1f AT A=/ thena® + b® +c® is
H 2019 4-2019y3F ()3 (b) 4
D+ 3 0 (c)2 (d) None of these
12+ 43 1
(c) 20 . ,_s30 16 If Ais an 3 x 3 non-singular matrix such that AA’ = A" A
E] 019 2 ﬁDD and B = A"A', then BB' equals = JEE Mains 2014
1 - -
(a) 7% 0 (a) B7Y (b) 1 +8B
4@ +4J3 2019 g )/ () B~
13 Which of the following is an orthogonal matrix? 17 Alis a 3 x 3 matrix with entries from the set {-1,0,1} . The
M 2 -30 M 2 30 probability that A is neither symmetric nor
(a); % 3 6 g (b); % -3 6 B skew-symmetric is
B -6 20 B 6 -25 ()3 =3 -3 +1 (3 =8 -8
; 06 -2 -30 ; 06 -2 30 3° 3°
0 0O 0O _a0 9 _ n6 9 _n3
(c);DZ 3 67 (d)$m2 2 33 (C)s 3° +1 (d)s 3% +1
@'3 6 2 E E—S 2 3 E 39 39

ANSWERS

SESSION 1 1. (d) 2. (a) 3. (a) 4. (c) 5. (b) 6. (a) 7. (0 8. (0 9. (b) 10. (b)
11. (d) 12. (b) 13. (@) 14. (o) 15. (b) 16. (d) 17. (b) 18. (o) 19. (o) 20. (o)
21. (a) 22. (b) 23. (o) 24, (b) 25. (0) 26. (c) 27. (b) 28. (0

1. (¢) 2. (a) 3. () 4. (o) 5. (a) 6. (b) 7. (d) 8.(b) 9. 10. (b)

11. (b) 12. (a) 13. (a) 14. (b) 15. (d) 16. (0 17. (a)



Hints and Explanations

SESSION 1
1 Here,

L p-® 10, O -10_0 00
A*PT8 8B oF R
A_p=DP 100 -10_0 20

B 1E B of B 1f
. M 100 10
A=ATEG me 4

_+1 0+10_0 10

TR+ 1+1H_E 2H

_1|:|
and B*= B[B =
3 ofd of

_ 1 o0
“Ho -1f
DA2+BZZD 1I:I 1 00O_ [ 10
A 26 Ho -1F B 1A
AZ—BZ:D 10 01 UD:EZ 10
H 2H Ho -1H B sH
[0 ogom 20
and (A + B)(A-B) = @ lHB) 1H

_[0+0 0+00_[0 00O
“H+o a+1H B sH
Clearly, (A + B)(A -B) # A> -B*
A%+ B 2.

2 3p+3q +2r,4p +2q +0,
p+3q +2r]
O 3p+3g+2r =3,4p+2q =0,
p+t3q+2ir =1

=[301]

Op=19=-2r =3
O 2p+gq-r=2-2-3=-3

3 We know that, a square matrix A = [a;]
is said to be an upper triangular matrix
ifa; =006 j.
Consider, an upper triangular matrix

o 2 30
A= 5 gU
d O
M o 7|:13><3
Here, number of zeroes = 3—%
0 Minimum number of zeroes
-nn-1
2
0 200@ 00_Oa 2bQ0
4 Clearly, AB = _
TR A b8 Ba
@ 000 20_0a 2a0d
d BA = _
- B bEB 48 Bb abf

If AB = BA,thena=b.
Hence, AB = BA is possible for
infinitely many values of B’s.

5 Here, A is2 x 3 matrix and B is 3 x 2
matrix.
[0 Both AB and BA exist, and ABisa2x2
matrix, while BA is 3 x 3 matrix.

ui AB # BA.
6 Clearly,
g2 =@ 00® 00_G# o0
B i of Ho «*f
Hazliluz o0m o00_ %3 oD
Ho «HB o Ho '
70 |:| 69 D
DHm:%) OI]:%) .
0o (D70|:| oo (,\)Gg[bqj
_ P o O
H o (wS]ZWOH
0
= o 00 oo = 1]
B oon
7 Since, AB= A
] B=I O B*=B
Similarly, BA = B
O A=1
| A= A
Hence, A> = A and B> =B
8 We have,
1 01 -x0 .
A(x) (i)
“1-xHx 1
1 01 -yO ..
0o Aly)=—— ... (i)
1-yHy 1H
and A(z)= —+
1o x+y)
1+ xy
o (x+ y)O
O 1+Xy|:|
0, O
Xty 10
g1+ xy ]
o (x+y)O
- 1+w o 1+
1+ xy —x — yD_(X"'Y] 10
Ool+xy 0
o _(x+y)o
_ 1+ xy g 1+Xyg
1-x0a-y) &+ 1 0
ol+xy ]
_ 1
1-x@1-y)
Ol+xy —(x+y)O (i)
HEx+y) 1+x B

Now, consider

9 Al) A

1

A(x)CA = - 0O
Mo =
01 -xgo1 -y
Hx 1HHy 1H
—;D
a-x0-y)
D1+xy —-(x+y)0
Bx+y) 1+x B0

From Egs. (iii) and (iv), we get
Alz) = A(x)A(y)
[@osa —sina 0[]
= E&ina cosa 0O
0o 0 1h
[¢cosP -sinf 00O
x L& od
O inB  cosf 0
0o 0 15
[cos(@ +B) —sin(a +B) 00O
= Dsm +B) cos@ +B) Og
D 0 0 10
= Al +B)

10 Clearly, order of A'is 4 x 3.

11

Now, for A'B to be defined, order of B
should be 3 x m and for BA' to be
defined, order of B should be n x 4.
Thus, for both A’ B and BA' to be
defined, order of B should be 3 x 4.

o 2 20

Given, A = Elt 1 20
e 2 bp
o 2 ad
O AT:Ei 1 20
2 2 bp
o 2 200 2 aOd
Now, AAT =0 1 200 1 20
] ol
|j1 2 bD@ -2 b|:|
o 9 0 a+4+2b [
=B 0 9 2a+2—2b%

Fi+4+2 2a+2-2b o +4+b°Q
It is given that, AAT =91

o 9 0 a+t4+2bQ0
g _op U
o 0 0 9 2a+2 2bD
Mi+4+2b 2a+2-2b o +4+b*Q
M 0 00O
= 9 oo
o O
0 9g
On comparing, we get
a+4+2b =0
o a+2b=-4 ...(d)

2a+2-2b =0



O a-b=-1 (i)

and & +4+b* =9

On solving Egs. (i) and (ii), we get
a=-2b =+

This satisfies Eq. (iii) also.

Hence, (a,b) = (-2,-1)

12 Fis unit matrix 0 F* = F

and E?F + F°E =E* + E
M 0 10 M 0 10
Also,E? =Lh 0 10xLh o 10
0 0o 0 0
® 007 ® 0 og
o 0 00
=L o oU
0 0
M 0 0g
OFE*+E=E
13 Consider, (A7B)f = BT (A™)F
=BT(ATy'=B A"

[+ AT = Aand BT = B]

=A'B
[-AB=BA O A (AB)A™

= ABA)AT 0 BA™= A7lB]

0 A7'Bis symmetric.
Now, consider
(A7B™) = (B

= (B g
= (B*‘lA*l )T = (A*l ]T (B*l )T
=(ATy' BTy = A B!

0 A™'B™ is also symmetric.

cosd sina U

sina %
o U cos’B  cosBsinfO

osBsinB  sin’f E

O 2
14 AB = cos™a

E:os asina

_ [GosacosPcos@ —B)

B %ina cosBcos(a —B)
cosasinBcos(a —f)0
sina sinf cos(a —B]E

_ oo
H of
O cos(a -fB)=0
0 a-B= @ 1 /2
o1 2 30
15t A=01 2 30
0 O
ol -2 -3g
0 0 o0
Then, A2=Lb o0 ol
0 O
M 0 0g
Hence, A is nilpotent matrix of index 2.
0 sin6
16 A'= 2000 SO0, oA
H-sin® cos6H
AA = [@os® —sinB]
Bin6 cos6 H

AB = BA]

17

18

19

20

Ocos® sin®O_[1 00

Hsin® COSSE B 1H

0 A is orthogonal.

A is symmetric

O d-1=a+1d +4=4a
Od-a-2=0d -4a+4=0
g a=2.

Since, A is orthogonal, each row is
orthogonal to the other rows.

O R,[R, =

a X+ 4+2y =0

Also, R,[R,; =

g 2x+2-2y =0

On solving, we get x = =2,y = -1

O Xy =2

Since, A and B are symmetric matrices
O X =AB + BA

will be a symmetric matrix and

Y = AB - BA will be a skew-symmetric
matrix.

Thus, wegetXT =Xand Y'=-Y
Now, consider (XY)" = YTxT
=(-V)(X)=-YX

Clearly, 6A7 = A% + cA +dI
O (BA™)A =(A* +cA +dA

[+ Post multiply both sides by A]
O 6(ATTA)= A® +cA® +dIA
O 6l =A% +cA* +dA

[+ATA=TandIA = A]

O A*+cA’>+dA -6l =0 ..(0)
o 0 00
Here, A> = AA =0 1 10x
0 O
M 2 4g
om0 o0oJ M 0 00
1 18=0 -1 50
0 OO O
M -2 40 [ -10 14p
o 0 00
and A=A’ =0 - 5Ex
0 -10 14p
m 0 o3 @@ 0 00
B 1 18=0 -11 190
] 00
0 -2 40 O -38 46Q
Now, from Eq. (i), we get
m o0 og O 0 00
B -11 198+¢c B -1 55
M -38 460 [© -10 14
o 0 0O
+dh 1 10
] O
M 2 4p
o 000 M 0 00
-6 1 o=y o oO
0 OO O
d) 0 1D |j] 0 OD

21

22

23

24

25

26

l+c+d -6 0
DB 0 -11-¢c +d -6
0 0 -38-10c -2d

0 O
19+ 5 +d g
46+l4c+4d—6|:|
M 0 00
=l o oF
0 |
® 0 0g
O 1+c+d-6=0
-11-¢ +d -6 =0
O c+d=5-¢c+d =17
On solving, we getc = — 6,d =11.
These value also satisfy other equations.
Clearly, tr(A)= a;, + @y, + a3 + ay,
t Q55+ Qgg t Ay T+ Agg t Agg
=F+ 3+ 3+ d+ &+
+ ot + %+ P
S+ wt1)+(df + wtl)
+ (0 + W+ 1) w”
=0+0+0
=0

=1,nON]
[+1+ 0+ & =0

Clearly, AA™ =1
Now, if R, of A is multiplied by C; of
A weget2-—a+3=0@m= 5

Consider,

BB'=(I-AY'(I+A) I+ A1 -A)""
=(I—A) Ir+A(I-AU +A]
=(I—A) (I-A)I+AU +A]
=Ig=1

Hence, B is an orthogonal matrix.
We have, A> + 5A + 5] =0

O A* + BA + 6l =1

O (A+2I)(A+30)=1

0 A+ 2[and A + 3] are inverse of

each other.

01 og
IfA = Y then A% =
%1 % Fa 1H
. 0Ol o; 01 og
A® = L, AT =
%a 1% Bm 15
Here,a=1/3,
01 oQ
|:| A48
He 1H
We have, M =1 - X (X'X)™
=I-X(X1(x)Hx!
[(AB)'=B"A™]

=1 - (XX (X)X

[by associative property]
=I-1xI] [-AA™ =1 = ATA]
=7-1 [«1% =1



27

28

Clearly, M* =0 =M
So, M is an idempotent matrix. Also,
MX =0.
Given, AT = Aand BT = B
Statement I [A(BA)]"= (BA)" A"
=(ATBT)AT
= (AB) A = A (BA)
So, A(BA)is symmetric matrix.
Similarly, (AB) A is symmetric matrix.
Hence, Statement I is true. Also,

Statement II is true but not a correct
explanation of Statement I.

Given, R = {(A, B): A = P! BP for
some invertible matrix P}
For Statement I
(i) Reflexive ARA
O A=PTAP
which is true only, if P = 1.
Thus, A = P"'AP for some

invertible matrix P.
So, R is Reflexive.
(ii) Symmetric
ARBO A=P'BP
O PAP'=p/P7'BP)P™
O PAP'=(PPYHYB(PP™)
0 B = PAP™!
Now, letQ = P!
Then, B=Q™' AQ 0 BRA
O R is symmetric.
Transitive ARB and BRC
O A=P7'BP
and B=Q7'CQ
O A=P'@Q7'cQ)P
=(P7'Q7'C (QP)
=(@P)"'c@p)
So, ARC.
0 R is transitive

(iii

=

So, R is an equivalence relation.
For Statement II It is always true
that (MN)?' =N"'M™?

Hence, both statements are true but

second is not the correct
explanation of first.

SESSION 2
o2 1m2 10
1 Clearly,A2=H_4 _2%4 ‘ZH
_ [0 o0O_
"B oog ?
O IT+2A+3A*+..=1 +2A
_O o0, 04 20_05 20

"B 1F B -4aB B -sf

2 LetAz&

5 Here, YZ =

n b Dbe a matrix that
ah

2
commute with @ ﬁ Then,

n bOom 20 O bQ
H aHB 47 Ba 4H dh
a+3b 2a+4bQ
+ 3d 2c+4dE
_Oa+2c b+2dQ
_Bia+4c 3b+4dH

O

On equating the corresponding
elements, we get

a+3b=a+2c03 =2 ...
2a+4b =b +2d O02a+3b =2d ...(iQ)
¢c+3d =3a+4c 0 a+c =d ...(iii)
2c+4d =3b +4d 0 3b =2 L (iv)
Thus, Acan be taken as

Oa O 1@0 2b

@ at b@ 2 b Za+SbE

Clearly, matrix having five elements is
of order 5x1or1x 5.
[ Total number of such matrices = 2 x 5!

4 (A"Y=(AA-AY=(AA-A)

=(A")"=A"foralln
O A" is symmetric for all n ON.

Also, B is skew-symmetric

0 B'=-B.
O (B"Y=(BB-By=(B'B-B)
=B
= (=B = (-1 B".

0O B" is symmetric if n is even and is
skew-symmetric if n is odd.

05 4005 -40_0 00

B sihe sH B 1H
0 tr(X +tr§X—m§+trDX7D

=2tr(X)=2(2+1)=6

6 Since, both A - %I and A + %I are

orthogonal, therefore, we have

RSN

0 @A'—%I@@A—%IQ:I
and §A+ %Iﬁ §A+ %1@:1

d @A'+%I§@A+%I§:I L (i

From Eq. (i), we get

Aaa-tia-tislr=g
2 2 4
0 aa-‘a-a+lr=r g
2 2 4

Similarly, from Eq. (ii), we get
AA+IaeLlas
2 2

ii)

ii)

Yr=1 ..(v)
4

On subtracting Eq. (iii) from Eq. (iv), we

get
A+ A'=0
or A'=-A
Hence, A is a skew-symmetric matrix.
Ow (J‘ O
7Wehave,A:Bi Ble @O
o -of ife -1f
Ooi i 0
O - Ei o0 .
oo 1- (.OZD
0o + o O
H 0 -+ o'H
Do+ o O
- H 0 -+ wE
fx)=x*+2 [given]

O f(A)= A® + 2]

Gt tw o 0,
E 0 —(,oz+oo% B
o og
(- +w+2)
B 15
1 oo
=(3 + 2w)
B 1
= B n
_(2+1«/§)B) 1%
g 420 000 oo_O o0
1 1§ B 1f
A3=D om oo_0 o0
2 1 15 B 1
o oo
All_
B 1H
_m og_m-1 0 O
m oo Ho n-1{
=nA -(n -1I

00
2



, _[Ocos® sinB0Tcos® sinbQO
9 A’ =" _
H-sin® cos6HH-sin® cos6H
_ [cos20 sin260)
H-sin26 cos26H
Similarly, A® = DCO‘S % SIHSGI:|e c
H-sin36 cos36H
. _ Ocosn® sinnB0O
O =
H-sinnd cos n6H
_ [y b0
B, by H
n b.
Now, lim A [ ODas lim 2 =0
n- o n B) OH n-o n

10 A" B A=[p] O (A"BA)" =[p]" =[p]
0O ATBTA = AT(-B)A =[p]

o [-pl=[p] 0 F O
11 Since, A, B and A + B are idempotent
matrix

0A*=A;B*=Band(A+ Bf =A +B
Now, consider (A + Bf =A + B

| A*+B*+AB+BA=A +B
0 A+B+AB+BA=A+B
O AB = - BA

12 P is orthogonal matrix as PTP = I
Q219 = (PAPT) (PAPT)
...(PAPT)= pA*°19pT
0 PTQ¥19p = pT PAX1pT [P = 4219
0 100 100 20

Now AR B H R A
A3=D 200 1D:D 30
% 1B 15 B af

0 Azmg:El 20190

1 H

13 We know that a matrix

iy, @ gl

A=, b, b,Dwill be orthogonal if
g O
M1 C2 C30

AA' = I, which implies

id; = 5b} = 5cf =1
and Yab; = 2bc; = Zc;a; =0
Now, from the given options, only

b 2 =30
% Eﬁ 3 6 Usatisfies these conditions.
# 6 2g
b 2 -30
Hence,% E? 3 6 gis an orthogonal
¥ 6 2g
matrix.
14 We have,
B=A, +3A) +...+(@2n -1)A2 ]

Now, BT = (A, + 343

2n =14\T
+...+@2n -1DAY )

= Al + @A + .. +(2n -~ AT

n-1
= A +3(4])
+..+(2n 1) (A, P!
=-A-3A} -... -(2n —1)AY T
[ A A, ... Ay, _; are skew-
symmetric matrices
OA)=- AQD i=1,35...2n-1]

=-[A +3A] +... +(2n -1AZ""]]
=-B
Hence, B is a skew-symmetric matrix.
@b cO b cO
15ATA=g) ¢ adx ¢ ag
¢ a bg ¢ a bp

L + b? +c¢* ab +bc +ca
=%1b+bc+ca b* +c* +d
g1b+bc +ca ab +bc +ca
ac + ab + bc
ab + be + cal
(12+b2+cz|:|
ATA=10d% b%* c¢= 1
and ab +bc +ca=0
Since ab,c >0,
O ab + bc + ca # 0and hence no real
value of @® + b* + ¢ exists.

16 AA'= A'A,B= AT'A".
BB'= (AT'A") (AT A")
= (AT A A (AT

=(ATAY[AA)T]

[o(AT) = (A)]
=AT (AA) AT
= ATV AA) (AT [ ATA= AAY)
= (AT A)[AA)T]
=I0=1

17 Total number of matrices = 3%, A is
symmetric, then a; = aj;.

Now, 6 places (3 diagonal, 3

non-diagonal), can be filled from any of

-1, 0,11in 3° ways. A is skew-symmetric,

then diagonal entries are ‘0’ and

a5, Oy3,@5 can be filled from any of

-1, 0,1in 3 ways. Zero matrix is

common.
[ Favourable matrices are
39-3%-3% +1.
Hence, required probability
_3%9-35-3% +1
39
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