Chapter 3
Matrices

Operations on Matrices

Algebra of matrix involves the operation of matrices, such as Addition, subtraction,
multiplication etc.

Let us understand the operation of the matrix in a much better way-
1. Addition of Matrices :

Let A and B be two matrices of same order (i.e. comparable matrices). Then A + B is
defined to be

A+B= [aij]m xnt [bij]m Xxn= [Cij]m « n Where G =dgt bij v 1&].

2. Substraction of Matrices :

Let A & B be two matrices of same order. Then A - B is defined as A + (-B) where -
Bis (-1) B.

3. Multiplication of Matrix By Scalar:

Let A be a scalar (real or complex number) & A = [ajj]m xn be a matrix. Thus the
product AA is defined as AA = [bjj]m xn Where bj; = Aajfor all i &j.

Note : If A is a scalar matrix, then A = Al, where A is the diagonal element.

Properties of Addition & Scalar Multiplication :

Consider all matrices of order m X n, whose elements are from a set F (F denote Q, R
or C).

Let Mmxn (F) denote the set of all such matrices. Then



(@) A=M__ (F&aBeM_,  (F) = A+B=M_, _(F)
(b) A+B=B+A

(c) (A+B)+C=A+(B+C)

(d) O=[o],,,isthe additive identity.

(e) ForeveryA =M, ., (F), - Ais the additive inverse.

() ~(A+B)=2A+1B

(g) A=A

(h) (r,+7,) A=0 A+iA

4, Multiplication of Matrices :

Let A and B be two matrices such that the number of columns of A is same as
number of rows of B. i.e., A

= [y« p & B =[byl, . . Then AB =[] v (yhere 7 o

dot product of it row vector of A and jt column vector of B.
Note :

which is the

1. The product AB is defined iff the number of columns of A is equal to the number of
rows of B. A is called as premultiplier & B is called as post multiplier. AB is
defined = BA is defined.

2.In general AB ® BA, even when both the products are defined.
3. A(BC) = (AB) C, whenever it is defined.

Properties of Matrix Multiplication :

Consider all square matrices of order ‘n’. Let M, (F) denote the set of all square
matrices of order n, (where Fis Q, R or C). Then
(a) A, B € M, (F) = AB € My(F)

(b) In general AB # BA

(c) (AB) C = A(BQ)

(d) Iy, the identity matrix of order n, is the multiplicative identity. Al, = A = LA
(e) For every non singular matrix A(i.e,, |A| # 0) of Mn (F) there exist a unique
(particular) matrix B € Mn (F) so that AB = [, = BA. In this case we say that A & B

are multiplicative inverse of one another. In notations, we write B= A-lor A = B-%-

(f) If A is a scalar (AA) B = A(AB) = A(AB).



(9) AB+C)=AB+AC Vv A B, CeM_(F)
(h) (A+B)C=AC+BC vy A B, CeM, (F)

Note :

1. Let A = [aij]m xn. Then Aln = A & Im A = A, where I, & Im are identity matrices of
order n & m respectively.

2. For a square matrix A, A2 denotes AA, A3 denotes AAA etc.
Solved Examples:

Ex.1 For the following pairs of matrices, determine the sum and difference, if they
exist.
(1 -1 2 : |
A= B=|" -

AOSTCER !

Sol. (a) Matrices A and B are 2 X 3 and confirmable for addition and subtraction.

12—%1526 3058
A+B= ( el |‘| I+ 3)

1-1.5

' < (<1 25 4
T 4)1( 2 378013 3|

-1-i

(b) Matrix Ais 2 X 2, and B is 2 X 3. Since A and B are not the same size, they are not

confirmable for addition or subtraction.

=

|’ 4
2 |
Ex.2 Find the additive inverse of the matrix A —'- & 7]
Sol. The additive inverse of the 3 X 4 matrix A is the 3 X 4 matrix each of whose
elements is the negative of the corresponding element of A. Therefore if we denote

=N
Lo
~N =

2 -3 1 -1]
N 1 -2 2|
e 1 -2 -8 7|

the additive inverse of A by - A, we have
= (-A) + A = 0, where 0 is the null matrix of the type 3 X 4.

- . Obviously A + (-A)

1 4 = =
‘A=[3 2. B=l0 8],
Ex.3If 12 5] 3 1) find the matrix D suchthat A+ B-D=0.

Sol. WehaveA+B-D=0= (A+B)+(-D)=0=> A+B=(-D)=D
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{3 9 0 4 0 2

A=|18 2| g=[7 1 4|,

Ex.4 If 75 41 122 8] verify that 3(A + B) = 3A + 3B.
Sol.

3+4 9+0 0+2 r‘ 9
7+2 5+2 416 |

2
= +1 = 89 2
WehaveA+B_{1+? 8+1 2+4 9 7 10]

7 3x9 3x2] (21 27 6
358 3x0 :ﬁz]:.zd 27 GJ
x

= HA+B)=13%0 3%7 Ind0| 127 21 30

| g |
[SSRSR] S}

390 3x3 3x9 3x0 12 0 6
in3a=3|1 B 2| =|3x1 3x8 3x=2[ |21 3 ©
Again 3A 3[7 5 4} 357 3x5 3xd L; 6 13]

Lo B33 298
_ —|3x % wd| _
Mso38=317 § 31=13%2 3%2 3x6|=|% G 18

351 & [‘z% 3 162]
3A+SB=21 B 12 + 5 5 18

3+21 24+3 6+12| - 24 27 6

12146 1546 12+18) T|27 21 30

9412 27+0 0+6] 21 27 6]

~ 3 (A + B) = 3A + 3B, i.e. the scalar multiplication of matrices distributes over the
addition of matrices.
Ex.5 The set of natural numbers N is partitioned into arrays of rows and columns in

2 B T 'B)
M, =(1),M,=5 2],M,[9 10 11],.c..... M_=()
the form of matrices as j 112 13 14

and so on. Find the sum of the elements of the diagonal in Mn.

Sol. Let M, = (aj)) wherei,j=1,2, 3,........ .
We first find out a;1 for the nth matrix; which is the nth term in the series ; 1.2

LetS:l+2+6+15++Tn—l+Tn
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Againwriting S=1+4+24+6+..+Th-1+Tx

20=1+14+4+9+.. + (To-Ta-)-Tu=>Tu=1+(1+4+9 +....upto(n-1)

terms)
=1+ (12422+32+42+...

. +n(r|—1)(2n—1)
6
2
A= 1

3
o
Ex.6 1

-1

Sol.

23+432+40 20+31:+42
1 32
22

{ 21-31+40
= 1.1-21+3.0 3+22+30 1.0+21+
-1.1-11+20 -13+12+20 -10+11
-1 12 11
- -1 7 8
|-2 -1 &

1 3012 3 4
imi = (-12 1|11 2 3
Similarly,BA-L 8 2]

12+31-01 13+32+01 14+33+02
-1.2+21-11 -13+22+11 -14+23+1.2

0.2+01-21 03+02+21 04+03+22

5 9 13
—[=1 2 4
22 4

The matrix AB is of the type 3 X 3 and the matrix BA is also of the type 3 X 3. But the
corresponding elements of these matrices are not equal. Hence AB# BA.
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Ex.7 Show that for all values of p, g, 1, s the

matrices,

We have PQ = T

Sol.

Alsa Q= [-q p] l-q p] [rgp -1

_[pr-gs pS+pq]
=|-ar-ps -gs+pr

[3 4
Ex.8

r

P={% plrandQ=|% 7|, Pa=qr

ps:*qr‘}

IfA—H _1|,thenA“=| kK 1-2%

= —qr ps —gs+pr|:

m+$]
-5q+1p

+2k -4k

Sol. We shall prove the result by induction on k.

We shall prove the result by induction on k.

A=A=|7 _
We have ' 1 -

[3 —4} _ [14-2.1 4.1

1

1-2.1

for all values of p, g, r,s. Hence PQ = QP, for all values of p, q, 1, s.

] " where k is any positive integer.

]' Thus the result is true when k = 1.

Now suppose that the result is true for any positive integer k.

L.e., Ak = [1+k2k 1__45}(

] where Kk is any positive integer.

Now we shall show that the result is true for k + 1 if it is true for k. We have

A,”_Mk_[:;. :ﬂ [1+2k 4k

3+6k- 4k —13( 4 gk

1+k —2k-1

K 1-2@

_[1+2+2k 4 - 4!:] 2[1+‘12(+kk+1} 1—4§1+k}:|

“2(1+k) |-

Thus the result is true for k + 1 if it is true for k. But it is true for k = 1. Hence by

induction it is true for all positive integral value of k.

Ex.9

the two rowed unit matrix n is a positive integer.

IfA:ig Ai,prove that(al + bA)"=a"I1+ na" *bA.for"a,b R
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Sol.
N N 3
Ar=0

Now by binomial theorem

(@l+bA)r=(al)"+7Ci(al)*-1h A +1Cs (al)n-2 (b A)2 +.....

=an]+nCian-1bl1A+1nCzan-2b2]1A2+...
=anl+4+nar-1bA+0...

(A"=0) = (al+bA)l=aI+na"tbA.

[1 2 af 1 18 2007
10 1 4| _|0o 1 36
Ex101f 0 0 1 o 0 1

Sol. Consider

12 al[12a] [14 2a+8][1 2 a
014|014 _01 8 014
001|001 00 1 001

i n-1

1 20 na+8Yk
. k=0
¥ 2]‘ _lo01
00 1 0 o 1

: 8-9
9a+8> k =0a+8 -
Hence n =9 and 2007 = k=0 .

= 2007 =9a+32-9=9(a+ 32)
= a+32=223 = a=191

hencea + n =200
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Ex.11 Find the matrices of transformations T1Tz and T:T1, when T; is rotation

through an angle 602 and T: is the reflection in the y-axis. Also verify that T:T> =

T.Ti.

Sol.

T, - [c0960° —sinGﬂ"] _ [1;2 -Ji;z]=1[1 —.E]

sin60° cos60° V312 12 | 218 1

-1 0

and T, = 0 1
111 3| [-1 0]
T1T2='2‘[J§ 1]"[0 1J

= %[—jffo Un_f] - [—:g’zz —3:!552] ~(1)

f2l& F) = 2orh 6]

-25 §)-[85% 57 @

[tis clear from (1) and (2), T1T2 # T2T:
Ex.12 Find the possible square roots of the two rowed unit matrix I.

Sol.

a2 Y
- be square root of the matrix =

e (2812 5]=[3 9]

) -.az+bc ab+bd _[1 0]
1€ Jlac+ed cb+d?| 70 1

(1] ﬂ.Then Ar=1.

Since the above matrices are equal, therefore
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1 1
1
1 1
X aZ + be =1 ....(i) g
1
! = i I
ab +bd =0...(ii) .
1 1
: ac + cd = 0,,,(iii) II
1
1 cb+d2=0...(iv) II
] ]
must hold simultaneously. !
! Ifa + d = 0, the above four equations hold simultaneously if d = -a and a2 + bc =1 .'
] |
i Hence one possible square root of I is 'I
1
| A =i_a -E(] II
1 LY where q, B, y are any three numbers related by the condition a2 + By = 1. II
; If a4+ d # 0, the above four equations hold simultaneously ifb=0,c=0,a=1,d = |l
I [1 0] [=1 n] ll
. lorifb=0,c=0,a=-1,d=-1. Hence 0 1110 -1 je. 4 Iare other possible I
1 square roots of I. II
1
1 X X X —x i
IfA= dB = 3
: Ex.13 [" x] = L" "} then prove II
1 A2 I
1 xet=7 (A.e*+B). (wheree*=1+A+ —+......) 1
that 2 2 ;
1 II
I Sol. I
1 II
X X 11
We have A = = =xE . 1
. e have [x x} x[‘l 1] =0 l|
] 5 .I
11 11 2 2
I AZ=A.A =X 1].)([1 1}=x3[2 2]=2x"E . 1
- (i) 1
p ll
11 11
I A=A A= 2}{2[1 1]'}{ [‘i 1] =R E i) |I
1 lI
i Similarly it can be shown that A4 =23 x*E, A5=24x5E ... y
1
I AI 3 II
8 Now,e* =1+ A+ TR T l|
1 1
1
i i
1
] ]
1
] ]



B e 2°xE
SRR B = +.... [by (1), (2). (3)]
CT1 0. 01 17, 2271 1
=10 At {3 1]+
ST S
+ X+ o + 31 + i + 21 + 31
= x-2x2 223 1 |2x2 2253
H oW TR
1 1+2)(+2)(2:K2+23x2I + ]-{-l 1 1+2x+2x2x2+23x3+ —1
2 21 3l 2 2 21 3l 2
=11 1+2x+2x2x2+23x3+ 11 1+2x+2x2x2+23’(3+ ..
2_ 21 3Ty 2 21 21 31 2

e +1) 132“-1}-‘=1 «[1 11,171 ]
= 2[192" -1) (€ +1) 2 [1 1|+2[

1921(A B 1
> et=73 5w ::-x.e“=§(e2'.A+B)

D. FURTHER TYPES OF MATRICES

(a) Nilpotent matrix : A square matrix A is said to be nilpotent (of order 2) if, A2 = 0.

A square matrix is said to be nilpotent of order p, if p is the least positive integer
such that Ap=0

(b) Idempotent matrix : A square matrix A is said to be idempotent if, A2 = A.

1 o]
eg. [O s an idempotent matrix.

(c) Involutory matrix : A square matrix A is said to be involutory if A2 = [l being the
1 0]
identity matrix. eg. A = {0 Hisan involutory matrix.

(d) Orthogonal matrix : A square matrix A is said to be an orthogonal matrix if A'A =
[=AA

(e) Unitary matrix : A square matrix A is said to be unitary if A(A)' = I, where A i
the complex conjugate of A.



Ex.14 Find the number of idempotent diagonal matrices of order n.

Sol. Let A = diag (di, dz,....,, dn) be any diagonal matrix of order n.
d 0 0 07 [d, 0 O 6 19 % 8-
0d,0  0fl|0ao0T0f-"%0-
0 L[ 0 L 0

nowA?2=A A=

But A is idempotent, so A2 = A and hence corresponding elements of A2 and A
should be equal

. =0, =0, ...d =0, ardi=10 1L 8:=0, 1o sdg=1,1
= each of d, d2 ....., dn can be filled by 0 or 1 in two ways.
= Total number of ways of selecting di, dz,......., dn = 21

Hence total number of such matrices = 2n.

1 1 3]
5 2 6
Ex.15 Show that the matrixA=""2 1 ! js nilpotent and find its index.
Sol.
28| [8 28[58 8
2 — —
We have A2 = AA 2 5 3 4 2 53 TS a3

[1 1 3 o0 0 O 00O
inA'=AA2={9 2 6|_-(3 3 9|=/00 0] -
Again A’ = AA 2 5 3 e _3} 00 0 0.

Thus 3 is the least positive integer such that A3 = 0. Hence the matrix A is nilpotent
of index 3.

Ex.16 If AB = A and BA = Bthen B'A' = A' and A'B' = B' and hence prove that A’ and
B' are idempotent.

Sol. We have AB=A= (AB)' =A'=B'A'=A". AlsoBA=B = (BA)'=B'= A'B' = B..

Now A' is idempotentif A'2=A".We have A’2=A'A"=A"(B'A") = (A'B) A'=B'A’
=A".



~ A' is idempotent.
AgainB'?=B'B'=B' (A'B") = (B'A") B'=A'B'=B'". .. B' is idempotent.
E. TRANSPOSE OF MATRIX

Let A = [aij]m x n. Then the transpose of A is denoted by A'(or AT) and is defined as A’
= [bij]nx m where bjj=aji foralli&]j

i.e. A' is obtained by rewriting all the rows of A as columns (or by rewriting all the
columns of A as rows).

(i) For any matrix A = [aij]mxn, (A")' = A

(ii) Let A be a scalar & A be a matrix. Then (AA)' = AA'

(iii) (A+B)'=A"+ B' & (A-B)' = A' - B' for two comparable matrices A and B.
(iv) (A1 £ Az +.. £ A)) =A £ A2 +... £ Ax', where Aj are comparable.

(v) Let A = [aj]mxp & B = [bij]p xn, then (AB)' = B'A’

(vi) (A1 Az......... An)' = An'. Apt' oot A2'. Ay, provided the product is defined.

(vii) Symmetric & Skew-Symmetric Matrix: A square matrix A is said to be
symmetricif A' = A

i.e. Let A = [ajj]n. A is symmetric iff ajj = ajj for all i & j.
A square matrix A is said to be skew-symmetric if A' = - A

i.e. Let A = [ajj]n. A is skew-symmetric iff aj; = -aji for all i & j.

ah?
e.q. A=|h b
gfc

Is a symmetric matrix
is a skew-symmetric matrix.

Note:

1. In skew-symmetric matrix all the diagonal elements are zero. (a;; = - a;j = a;j=0)
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2. For any square matrix A, A + A' is symmetric & A -A' is skew - symmetric.

3. Every square matrix can be uniquely expressed as a sum of two square matrices
of which one is symmetric and the other is skew-symmetric.

1 ‘I
A=B+C whereB=7 (A+A)&C=5 (A-A)

System of Linear Equations
I. SYSTEM OF LINEAR EQUATIONS
System Of Linear Equation (In Two Variables) :

(i) Consistent Equations:  Definite & unique solution. [ intersecting lines |
(ii) Inconsistent Equation: No solution . [ Parallel line |
(iii) Dependent equation : Infinite solutions. [ Identical lines |

Letax+by+c,=0&ax+ b,y +c,=0then

a; by & . : i i a, b
— =—=— = Given equations are inconsistent & — = —
a, h 0 ay h;

c . .
- 1 = Given equations are dependent
Cy

Cramer's Rule :[ Simultaneous Equations Involving Three Unknowns ]
Letalx + bly + clz=d1...(D);
a2x+b2y+c2z=d2...(I1D;

a3x+ b3y +c3z=4d3 ... (IIB

AN

a; b o d b o a, 4 ¢ a, by d;
Where D=[a, b, ¢|;D,=ld b, &;D,=a; d; ¢ &D,=fa, b, d,

a; by o d; by ¢ 2; d; ¢ a; by d;

Note:



(@) IfD=0and atleast one of D, , D,, D, = 0, then the given system of equations are consistent
and have unique non trivial solution.

(b) IfD=08&D,=D,=D, =0, thenthe given system of equations are consistent and have trivial
solutiononly. =~

(¢) IfD=D,=D,=D, =0, then the given system of equations are consistent and have infinite
solutions.

{(d) IFIID = Obut atleast one of D, D,, D, is not zero then the equations are inconsistent and have
no solution.

(e) Ifx,y,zarenotall zero, theconditionfora,x + b,y +cz=0; ax+ b,y +cz=0&a,x + by

a1 h4| C1
a; by €3
dy Dy €y

+ ¢,z = 0 to be consistent in x, y, z is that =0.

Remember that if a given system of linear equations have Only Zero Solution for all
its variables then
the given equations are said to have Trivial Solution.

Solving System of Linear Equations Using Matrices :

Consider the system a,,x, + a,,%X, +.... + a, X_= b,

Ay1%Xy + BgyXy +eeee + 35X, = by

---------------------------------------------

mn°n n"
r -b‘l |
a;; A a4 X, b
8y 8y 8, X i
Let A=| ) , X= &B=|""
_ami am2 amn xnj b
e | 8

Then the above system can be expressed in the matrix form as AX = B.
The system is said to be consistent if it has atleast one solution.
(i) System of Linear Equations And Matrix Inverse :

If the above system consist of n equations in n unknowns, then we have AX = B
where Ais a

square matrix. If A is non-singular, solution is given by X = A-1B.

If A is singular, (adj A) B = 0 and all the columns of A are not proportional, then the
system has

infinitely many solutions.

If Aissingularand (adj A) B = 0, then the system has no solution (we say it is
inconsistent).

(ii) Homogeneous System and Matrix Inverse :



[f the above system is homogeneous, n equations in n unknowns, then in the matrix
form it is

AX=0.( * inthiscase bj =b; =.... by = 0), where A is a square matrix.

If A is non-singular, the system has only the trivial solution (zero solution) X = 0
If A is singular, then the system has infinitely many solutions (including the trivial
solution) and hence it has non-trivial solutions.

(iii) Elementary Row Transformation of Matrix :

The following operations on a matrix are called as elementary row transformations.

(a) Interchanging two rows.
(b) Multiplications of all the elements of row by a nonzero scalar.
(c) Addition of constant multiple of a row to another row.

Note : Similar to above we have elementary column transformations also.

Remark : Two matrices A & B are said to be equivalent if one is obtained from other
using elementary
transformations. We write A ~ B.

(iv) Echelon Form of A Matrix : A matrix is said to be in Echelon form if it satisfies
the following

(@) The first non-zero element in each row is 1 & all the other elements in the
corresponding

column (i.e. the column where 1 appears) are zeroes.

(b) The number of zeros before the first non zero element in any non zero row is
less than

the number of such zeroes in succeeding non zero rows.

(v) System of Linear Equations : Let the system be AX = Bwhere Aisanm X n
matrix, X is

the n-column vector & B is the m-column vector. Let [AB] denote the augmented
matrix (i.e.

matrix obtained by accepting elements of B as n + 1*h column & first n columns are
that of A).

Ex.25 Solve the equations
MM+2y-2z-1=0,
dx + 2ny -z -2 =0,

6x + 6y + iz - 3 = 0, considering specially the case when i = 2.

Sol.



1

1 1
1

| i
i 3 5= 1 1

i The matrix form of the given systemis [4 2. —1| [y| = |2 eneiil) i
6 6 A rd 3 1

I The given system of equations will have a unique solution if and only if the coefficient matrix is non- i !

| A 2 -2 |
singular, i.e., iff é 2 -1 =0 ie.,iff *+ 112 -30=0i.e., iff (L-2)(12+ 20 + 15)= 0. 1

] A ]
Now the only real root of the equation (. -2) (i2 + 2/. + 15)= 2 =0isa =2 1

I Therefore if 2. = 2, the given system of equations will have a unique solution given by . I

i X . i . z _ 1 I
1 2 =2 12 |2 1 o2 =2 1

| 220 -1 42 -1 4202 4 2. - |
3 6 A g 3 % 68 6 3 6 6 =2 1

1 2 2 <F %] T1) . i

3= - e 4 4 1 = |
" In case i = 2, the equation (i) becomes 6 6 | ;_I ‘_3_ = I
1 [2 2 2] [x] | I|
- _ A 00 3 - |o
! Performing R, =R, - 2R, R, >R, - 3R, we get 00 8| L;_I 0 II
The above system of equations is equivalentto 82 =0,32=0,2x + 2y -2z = 1. |I
1
1

i X =g ¢, ¥ = ¢, z = 0 constitute the general solution of the given system of equations in case .. = 2. ||
1

1 1
Ex.26 Solve 1

1 X+ 2%y +3x3 =4 II

1 4%+ 5%y + 6%y =7 1
7TXq+8%y+9%3 =10 |

1 II
1

. X, +2X, + 3%, =4 X, +2%, +3X, =4 Il

1 dx, abx rhi =7 —— > —3x, —6x, =9 1

i 7, +8x, +9x, =10 — 6x, —12x, =18 |l

X +2%, +3x; = 4 X+ 2X, +3X, =4 II
I S 3%, B, =8 e X, — 2%, =3 I

1 0=0 E 0=0 1
Now we have only two equations in three unknowns. In the second equation, we can let x, = k, where 1

| k is any complex number. Then x, = 3 - 2k, Substituting s, = k and x, = 3 - 2k into the first equation, i
wehavex, =4 -2x,-3x,=4-2(3-2k)-3(k)=-2+k 1

I X, = _2+k l I

i Thus the general solution is (-2 + k, 3 - 2k, k) ar By i e 1 '

X, =

i e ’ . . . !
And we see that the system has an infinite number of solutions. Specific solutions 1

I can be generated by .'

B choosing specific values for k. : |

] 1
1

I 1
1

1 1
1

I 1
1

] ]



Ex.27 Number of triplets of a, b & c for which the system of equations ax - by = 2a -

band (c + 1)x+ cy =10 - a + 3 b has infinitely many solutionsandx =1,y =3 is
one of the solutions is
Sol.
putx =1 &y = 3in 1t equation = a = —2b & from 279 equation
9+50b b 2a -
c= ;NowuseL=——=a—b;fr0mﬁrsttwob=00rc=1;
4 c+1 ¢ 10-a+3b
ifb=0=a=08&c=9/4;ifc=1;b=—-1;a=2
X, +2X, +3%; =4
4%, +5%, +6x, =7
Sol.
Xy +2%, +3x;=4 : .
123 |4 12 3 4 |
aX, +5X, +6X; =7 '4 5 6 |7 _ —aeem D -3 -8 -9 |
7X]+8X2+9}(3 —12 788 [12) —TE2+E3 0 -6 -12 —16 |
12 3 4) X, +2%, +3%, = 4
-2E2+E3 ' 0 3 -6 9! 0Ox,-3x,-6x,=-9
U 2} 0%, +0x, +0x, = 2
The last equation, 0 = 2, can never hold rf—.;:?ardless of the values assigned to x,, x, and x,. Because the
last (equivalent) system has no solution, the original system of equations has no solution.
2%, —% 4R, = 29
Ex.29 Solve Xi+Xz—3X; =-20
by reducing the augmented matrix of the system to reduced row echelon form.
Sol.
0 1 -11|-9 | [1 1 =3 [-20) (1 1 =3 |20} :
2 -1 4 (|29 | R1<sR3 2 -1 4 |29 —3R1=R2 IO -3 10 |69 | —R2
i1 1 3|20 —— 101 -1|-9] 0 1 -1|-9]
(11 3 |20 (11 -3 |-20] 11 -3 |-20)
Q1 -1 —23‘ Re+rz |0 1 23] 3z 0 1 -10 |23 TR3+R2
9| ——/m— | “| 1, 316 R
01 -1 |-9) oo I | 00 1 | Tmea
; | 3 | \ ' —1R2+R1
‘10 0(1)
0103 ‘
on 1(86})°

system by reducin
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" Itis easy to see that x1 = 1, x2 = -3, x3 = 6. The process of solving a



the augmented matrix to reduced row echelon form is called Gauss-Jordan
elimination.
X,+2X, +3X; =a
4%, + 9%, +6x, =b

Ex.30 Determine conditions on a, b and c so that /%1 +8%X2 +9%: =C il have no
solutions or have an infinite number of solution.

Sol.

(1 2 3 a |

03 6|b-4a | fc_oh4+ax 0, then no solution exists. If c — 2b + a = 0, we have two
0 0 O |[c-2b+a)

equations in three unknowns and we can set x, arbitrarily and then solve for x, and x,.

J. INVERSE OF A MATRIX
(i) Singular & Non Singular Matrix : A square matrix A is said to be singular or non-
singular according as |A| is zero or non-zero respectively.

Ex.31 Show that every skew-symmetric matrix of odd order is singular.
Sol.

Since [A] = JA'] = (-1)" |A|]=  |A] (1 = (=1)") = 0.
As n is odd =3 |A] = 0. Hence A is singular.

(ii) Cofactor Matrix & Adjoint Matrix : Let A = [a;], be a square matrix. The matrix
obtained by

replacing each element of A by corresponding cofactor is called as cofactor matrix of
A,

denoted as cofactor A. The transpose of cofactor matrix of A is called as adjoint of A,
denoted

as adj A. i.e. If A = [aij]" then cofactor A = [cij]n when Gy is the cofactor of a; v i &j.
Adj A =[d,], whered, = c;v i &j.

(iii) Properties of Cofactor Aand adj A :

(a) A.adjA=|A|l =(adjA)Awhere A= [aij]n.

(b) ladj A] = |A|"" % , where n is order of A. In particular, for 3 x 3 matrix, |adj A] = |A]?
(c) IfAisasymmetric matrix, then adj A are also symmetric matrices.

(d) If Ais singular, then adj A is also singular.

(iv) Inverse of A Matrix (Reciprocal Matrix) : Let A be a non-singular matrix. Then
the matrix



1
m adj A is the multiplicative inverse of A(we call it inverse of A) and is denoted by A™,
When have A (adj A) = |A| I, = (adj A) A
5 1
—adjA i —si - 1 —— adi
Al / i A, for Ais non-singular = A =1A] adj A.

= Al oA 1, -

Remarks:
1. The necessary and sufficient condition for existence of inverse of A is that A is non-singular.
2. A" is always non-singular.
3. If A = diag (a,,, @,5s.....,8,,) Where g;=0 vi, then A = diag (an_l, 322_1, ..... i alm_l).
4. (Afi)‘_f (A)"* for any non-singular matrix A. Also adj (A") = (adj A)".
5. (A7) = Aif Ais non-singular.
= A =
6. Let k be non-zero scalar & A be a non-singular matrix. Then (kA) t= L A
7 At .1 for |A| = 0
o =7 for =
A7 =7g] for Al
8. Let Abe a non-singular matrix. Then AB=AC=>B=C&BA=CA=B=C.
9. Ais non-singular and symmetric= A is symmetric.
10. In general AB = 0 does not imply A = 0 or B = 0. But if A is non-singular and AB = 0, then

B = 0. Similarly B is non-singular and AB = 0 = A = 0. Therefore, AB = 0 = either both are
singular or one of themis 0.

Characteristic Polynomial & Characteristic Equation : Let A be a square matrix. Then
the

polynomial |A - xI| is called as characteristic polynomial of A & the equation |A - xI|
= 0 is called as

characteristic equation A.

Remark : Every square matrix A satisfies its characteristic equation (Cayley -
Hamilton Theorem).

ié,
ap X + a, r{"'_ll Fiviiiia +a,_,x+a,=0isthe characteristic equation of A, then
3 A" +a, A" " +....... +a, ,A+a I=0

1 2 8]

05 0|,

2 4 3|

Ex.32 Find the adjoint of the matrix A = 4

Sol.



We have | A | =

50 0 0] |05
4 3|1+7|2 3|12 4

. The cofactors of the elements of the first row of | A | are

NO -
LN
W oW

i.e., are 15, 0, - 10 respectively.

The cofactors of the elements of the second row of |A| are —|§ g ’ % §| ; —|; §|
i.e. are 6, -3, 0 respectively.
: 2 3 1 3| (1 2
The cofactors of the elements of the third row of |A] are |5 g|, |0 ol/l0 5
i.e., are — 15, 0, 5 respectively.
165 03 -au' 105 03 _55
Therefore the adj. A = the transpose of the matrix B where B = 15 0 5 | ~adjA = 100 5|

Ex.33 If A and B are square matrices of the same order, then adj (AB) = adj B. adj A.

Sol.
We have AB adj (AB) = |AB| I, = (adj AB) AB. -.-(1)
Also AB (adj B. adj A) = A(Badj B) adj A

=A|B|I adiA=|B|(AadjA)=|B| |A|L =|BA|I =|AB|I w2
Similarly, we have (adj B adj A) AB = adj B [(adj A [(adj A) A] B

=adjB. [A]I, B=|A|. (adjB) B = |A|. |B|I,= | AB| L. w(3)

From (1), (2) and (3), the required result follows, provided AB is non-singular.
Note : The result adj (AB) = adj B adj A holds goods even if A or Bis singular. However the proof given
above is applicable only if A and B are non-singular.

Ex.34 If A be an n-square matrix and B be its adjoint, then show that Det (AB + Kl.)
= [Det (A) + K]n, where K is a scalar quantity.

Sol.

We have, AB=A (adjA) = Det (A). I, = AB+KI =Det(A)L +KI
= Det (AB + K1) = Det (Det (A) I + K1) = (Det (A) + K)" (- Det (a1) = ar)
=  Det(AB+KI)=[Det(A)+ K]

Ex.35If R, ] = 0 be the direction cosines of three mutually

perpendicular lines referred to an orthogonal Cartesian co-ordinate system, then
‘.-.( 1 My My
£ My Ny

prove that'f2 M3 M3 jjgan orthogonal matrix.

Sol.



] . - __] ) _J _ ] _] | _J _ _] _] L) _] _J _] _] L_J - ) _ _] L _J ] f ]
I - - - - - - - - - - - - - - - - - - - - - - - -] - - - -I
|
]
1
|
Il fq my ny f4 £ {3 £y my ngl|éy £ I3
1 LetA=[fs my; ny|.Then A'={M Mz M3 | WehaveAA' = f2 Ma Na| My My M3
i £3 m3 n3 Ny Nz ng | [£3 m3 n3|[hy Ny n3 |
|
| =
II £%+m12+n% {4l =mymz +nqnz  £4f3 +mMyMm3z +NyN3 -
i j L R
II = [toty+momy+nony  £53+m3 +nd  ff3+MpMy +NoNg :{g [; ﬁ}lzlj_
l| {3f1+m3m1+n3n1 f3fzr-m3m2+n3n2 £%+m§+n% -i -
1
.' - S .
(5 +my <ny =1etc. 5 :
F RauvR e Hence the matrix A is orthogonal.
1 and f4f5 +mMymy +Nony =0 etc.
i
Il 1 B .2
I 02 1
. o : ' 0 ) ; ;
I I Ex.36 Obtain the characteristic equation of the matrix A =~ and verify that it
[ is satisfied y A and hence find its inverse.
1
|
1
1 Sol.
1
1
1 % 6 3
3= 0 2-& 1
'I We have |A - 2| 2 TN,
|
[ =(1-2)2-2)B-)+2[0-22-1)] =Q2-)[(1-2)(3-21)-4]
1 =(2-2)[r2-4n-1] =—(32-612+ 71+ 2).
" the characteristic equation of A is B-e+7n+2=0 L. (i)
1 By the Cayley—Hamilton theorem AA-6A+T7A+2I=0. ... (i)
1
1 182] 102 5 0 8
1 e b - 2 (0 2 TIx|0 2 1|=12 4 5
I Verification of (ii). We have A 203/ (203 (80 13
|
1 " o .
1 Mo2][50 8] [21 0 34
1 Alsor2=A_A2=/0 2 1|x|2 4 5(|=[12 B 23
I 12 0 3| |8 0 13| |34 D 55
1
] _ 5 . 5 s
| 21 0 34| 5 0 8| 4 i 2 1 02 000
0 2 _ 6A2 _|12 8 23|-6(2 4 5 02 1 02 1|_|ooo|_
i Now A*-6A*+ 7A+2=| 3 0 201" 12 0 3 *7|2 05/ *2{2 0 3/=0o 0 0) =©
i
1 Hence Cayley-Hamilton theorem is verified. Now we shall compute A2,
|I Multiplying (ii) by A%, we get A2 — 6A + 71 + 2A-! = O.
I -
1 i B _ -3 0 2|
1 1 .]'508 1 D 2 7100 111'
1 iz i EAR e & D 02T == 1 8] =|=ls 3
I A g W= T==51F 3 % +3[203 210 0 1 233”'
1 d
]
1
]
1
i
Ilm= = - - - - - = - - - F’a96210f57



g 12
f 23
Ex.37 Find the inverse of the matrixA= [ T 1.
Sol.
012 01 0 N3
11 2 3| = |1 2 =1 . g - _ ¥ )
We have lAl=|3 73 =|s T 24| applving C, = C, — 2C, 1 |3 _1|, expanding the

determinant along the first row = -2. Since |A] = 0, therefore A exists.
_ 2 3 1 8
Now the cofactors of the elements of the first row of |A| are |7 1 3 1

A
K
1 0 0 1
EE AR
4
|1

i.e., are —1, 8, -5 respectively.

The cofactors of the elements of the second row of |A| are -

i.e. are 1, -6, 3 respectively.

o

3 .2
13

The cofactors of the elements of the third row of [A] are |% %

i.e. are -1, 2, -1 respectively.

[-1 8 -5] =1 1 -1
Therefore the Adj. A = the transpose of the matrix B where B =r_11 _26 _3“ - Adj. A =| g _36 _21 (-
T
1 = 2 & 2
-1 —— z i =1 z 1—__—|8B -6 2| _|-4 3 -1
Now A 1Al Adj. Aand here |A] 2. = 215 3 A
m M
|12 2 2

Ex.38 If a non-singular matrix A is symmetric, show that A-1 is also symmetric.

Sol.

Since A is symmetric, A’ = A =5 AArt=AAT=1

= (AOAAT= (AT = (AT = (A A= (AM) = (A
= I'A*=(AY)y=A"!'=(A?). Hence A!isalso symmetric.

Matrices: Overview
Definition

« Asetof numbers or objects or symbols represented in the form of a
rectangular array is called a matrix.



[ = = = = = = = = = m = = = m o= = = = = = = = = = o= = = ]
| |
] ]
| 1
| |
! i » The order of the matrix is defined by the number of rows and number of ! i
1 columns present in the rectangular array of representation. 1
.l « Unlike determinants, it has no value. .l
II » A matrix of order m X n, i.e. m rows and n columns, is represented below: II
II 11 12 ... Qip a1y dre ... iy II
1 (19 az? ... a» (19 az ... @» 1
I - 21 2 T _ 1 mn I
] . : . . . . . . ]
1 1
. I | &l @m2 - Omn Iml Om2 ... Omn . I
i i
II Abbreviated as: A = [ajjjmxn, where 1 <i<m; 1 <j < n,idenotes the row andj II
lI denotes the column. ll
1 . 1
1 « The number aij, a1z, .... etc,, are known as the elements of matrix A, where 1
.I aijbelongs to the ith row and jth column and is called the (i, j)th element of the II
[ matrix A = [aj]. 1
|l II
1 Type of Matrices 1
1 1
.' 1. Row Matrix: Matrix having one row i.e. matrix of order 1 X n. They are also ||
1 known as row vectors. I|
'. Example: A = [a11,a12, ..... ain] 1
1 2. Column Matrix: Matrix having one column i.e. matrix of order m X 1. They are II
1 y also known as column vectors. 1
1 B 7 |
1 a1 |I
1
1 Hie 121 1
1 - |
1 II
|
(1)
n Example: Ll lI
1 3. Zero or Null Matrix: An m X n matrix all whose entries are zero. It is denoted .I
[ I das Omxn. ~ 1
) 09 000 '
0 A=03,3=10 0 0| or B=09,3 = 1
lI 00 0 0 0 0 'l
[ Example: L 1
I' 4. Horizontal Matrix: A matrix of order m X n is a horizontal matrix if n > m. .'
l| P 1 8 2 II
[ 134 7 I
1 Example: R lI
|
1 |
1 1
1 |
] ]
| 1
i ]
| | - - - - - - - — - - Page 23 Uf 57 --- - - - - - - - o] - I




5. Verical Matrix: A matrix of order m X n is a vertical matrix if m > n.
5 9
J 2

A= 16 8

9 4
Example:
6. Square Matrix: If number of rows is equal to number of column, then the
matrix is a square matrix.
Example:

1 S (R ey
-1 =

1
A=13
9

Note:

In a square matrix,

a 2
A = 11 412
a21 422
(a) The pair of elements aj; & aji are called Conjugate Elements.

Example: aizand az;

(b) The elements a1, azz, a33, ..... ann are called Diagonal Elements. The line along
which the diagonal elements lie is called the "Principal or Leading" diagonal.

(c) Sum of all the diagonal elements, i.e. £ a;; is known as trace of the matrix. It is
denoted as t:(A).

1. Diagonal Matrix: A square matrix in which all the elements are zero except
the diagonal element. It is denoted as dia(d1, dz, ....., dn).

3 0 0

A= dia(3,-2,9)= |0 -2 0

0 0 9
Example:
Note:

e E wm w m w = Page24of57 mEgmgmoE o m o m o e e e e



Min. number of zeros in a diagonal matrix of order n = n(n - 1)

2. Scalar Matrix: A square matrix in which every non-diagonal element is zero
and all diagonal elements are equal, is called a scalar matrix.
i.e. in scalar matrix, ajj= 0, fori # jand ajj =Kk, fori =j
[l

5 0 0
A= 1[0 5 0

E
Example: 005
3. Unit/Identity Matrix: A square matrix, in which every non-diagonal element is
zero and every diagonal element is 1, is called, unit matrix or an identity
matrix.

i.e. in scalar matrix, a;j=0,fori #jandajj=1,fori=j
100
A= 101 0
001
Example:
Equality of Matrices

A = [ajj] & B = [bjj] will be equal, only if

« Both have the same order
e ajj = by for each pair of i &]j

Operations on Matrices

aj] app aps iy bip b3
A= |az a asg| . B = |by b by
For the Matrices, asl as2 ass b31 bz b33

« Addition of Matrices: A + B = [ ajj + bjj], where A & B are of the same order.
apy + by ap+ 0y a3+ big
A+B = |as + by az + boo aosg + bog

s az1 + b3 aszp+ b3z asg+ bog
Properties:
(a) Addition of matrices is commutativeie. A+ B = B+ A.

(b) Matrix addition is associative i.e. (A+ B)+C= A+ (B+C)



BB L BB B I ey T
1
1
1
1
(¢) Additive inverse. IfA+ B =0 =B + A, then A and B are additive inverse ll
of each other. 1
« Multiplication of a Matrix by a Scalar: If a matrix is multiplied by a scalar i ¥
quantity, then each element is multiplied by that quantity for the resulting i
matrix. II
1
kﬂ-“ fi’ﬁ-lg k(l-l;g lI
kA = |kay kazr kass 1
1
kﬂgl kﬁ-gf_} }CG.-;}?, 1
ie. , where k is a scalar quantity. 1 '
« Multiplication of Matrices: Two matrices A, B can be multiplied to give 1
resulting matrix AB, only if, no. of a column of A(prefactor) is equal to the no. II
of rows of B (post factor) [
i.e. Ais a matrix of order n x m and B is a matrix of order p x g, then AB exists II
only if m = p. 1
If m=p, order of AB=nxgq II
(AB);= Z a,.b, h
- |
i.e. II
(@11biy + aiabor + ai3bs1) (anibia + a19ben + @i3bze) (a11di3 + ajabeg + @13bz3)| |
AB = |(a2ibi1 + azbor + azsbs1) (a21baz + aznbay + azsbsz) (agibiz + azbas + assbss) |I
(agibyy + azaboy + azabay) (azibia + aszobes + aszbsa) (azibiz + azabos + assbsz) Il
Properties: 1
(a) Matrix multiplication may or maynot be commutative i.e. AB may or may I I
not be equal to BA. 1
(b) Matrix multiplication is Associative i.e. (A.B).C = A.(B.C) II
(c) Matrix multiplication is Distributive over Matrix Addition i.e. A(B+C) = |
AB + AC I
(d) Cancellation Laws not necessary hold in case of matrix multiplication i.e. if 1
AB=AC=B=CevenifA#0. i
(e) AB = 0 i.e,, Null Matrix, does not necessarily imply that either A or Bis a |
null matrix. ! I
(f) Positive Integral Powers of a Square Matrix i.e. For a square matrix A, A2A 1
= (AA) A = A (AA) = A3 al
]
Note: 'l
1
« If A and B are two non-zero matrices such that AB = O then A II
and B are called the divisors of zero. I
1
]
1
i
1
]
1
]
e E  E E E  E  w = Page260f57 = m = = = = = = = = =]



« _If A and B are two matrices such that:
(i) AB = BA = A and B commute each other
(ii) AB = - BA = A and B anti commute each other
« For aunit matrix I of any order, Im = [ for all m € N.

[Nlustration 1. Find the value of x and y, if

<1 8 [p @) |6 6
“lo 27 1 2|7 |1

@0

On equating the corresponding elements of L.H.S. and R.H.S.

A24+y=5=>y=3
2X+2=8=22x=6=>x=3

Thus,x=3andy = 3.

{ 2 4 3"| 1| -8
41 = 3 -2 1liagndB= (2 1

| 3 W 3 |
[Mlustration 2. If , find AB and BA if
possible.

Ans. Aisa 3 x 3 matrix and B is a 3 X 2 matrix, therefore, A and B are conformable
for the product AB and it is of the order 3 X 2.



[2x14+1%x2+43x4] 2% (-2)+1x143x3]
AB=|Bx1+(-2)x24+1x4] Bx(-2)+(-2)x1+1x3]
(1) x1+0x2+1x4] [(-1)x(-2)+0x1+1x 3|

16 —12
= AB= 13 -10
3 0
BA is not possible since the number of columns of B # number of rows of A.
Matrix Polynomial
o Iff(x)=aex"+ a1x"-1+ azx"-2 + ........ + anx?, then we define a matrix

polynomial f(A) = apA" + a1A™ 1 + aA™2 + ..... + anl" where A is the given
square matrix.
« Iff (A)is the null matrix then A is called the zero or root of the polynomial f

().
Special Matrices
(a) Idempotent Matrix: A square matrix is idempotent provided Az=A

(b) Nilpotent Matrix: A square matrix is said to be nilpotent matrix of order m, m €
N,ifAm=0,Am-1 0

(¢) Periodic Matrix: A square matrix is periodic when it satisfies the relation AK+! =
A, for some positive integer K. The period of the matrix is the least value of K for
which this holds true.
(d) Involutary Matrix: If A2 = [, the matrix is said to be an involutary matrix.
Note:

« Foranidempotent matrix, A"=AVn>2,n€eN.

+ Period of an idempotent matrix is 1.

« For aninvoluntary Matrix, A = A-1,

Transpose of a Matrix

« The transpose of a matrix is obtained by changing its rows & columns.



« Itisdenotedas ATor A
« Ifamatrixbe A= [aj]ofordermxn,then ATor A'= [a;i] for1<i<n&]1
<j<mofordern X m

i.e.
(a); app aps app Gs) ag)
A= layn ap ap| = A = |an an ap
|a31 azz a3 @13 @23 @33
: Example:
1 2 3 1 .4 2
A= |4 8 6| =24A"=|25 3
2 3 2 36 2

+ Reversal law for transpose: (A, Az, ... Ap)T=""12"

Properties of Transpose:
If AT & BT denote the transpose of A and B.

(a) (A+B)T= AT £ BT; note that A & B have the same order.
(b) (AB)T = BT AT A & B are conformable for matrix product AB.
(0 (ANT=A

(d) (kA)T =k ATk is a scalar.

Symmetric & Skew-Symmetric Matrix
« Asquare matrix A = [ ajj] is said to be, symmetric if, aij =a; Vi &]j
(conjugate elements are equal)
» Asquare matrix A = [ ajj] is said to be, Skew-symmetric if, aj = -a;i Vi &
j (the pair of conjugate elements are additive inverse of each other)
Note:

(i) For symmetric matrix, A = AT

n{n+1)
(ii) Max. number of distinct entries in a symmetric matrix of ordernis 2

(iii) The digaonal elements of a skew symmetric matrix are all zero, but not the
converse i.e. if digaonal elements are 0 doesn't mean matrix is skew symmetric.

Properties Of Symmetric & Skew Matrix



(a) A is symmetric, if AT = A and A is skew-symmetric, if AT = — A.

(b) A + AT is a symmetric matrix and A — AT is a skew symmetric matrix.
Consider (A+ AT)T= AT + (AT)T= AT+ A = A+ AT. Thus, A + AT is symmetric.
Similarly, we can prove that A — ATis skew-symmetric.

(c) The sum of two symmetric matrices is a symmetric matrix and the sum of two
skew-symmetric matrices is a skew-symmetric matrix.

(d) If A& B are symmetric matrices then,
(AB + BA) is a symmetric matrix and (AB — BA) is a skew-symmetric matrix.

(e) Every square matrix can be uniquely expressed as a sum of a symmetric and a
skew-symmetric matrix.
1 1
A= A+AD) + - (A-AT)
P Q

Symmetric = Skew Symmetric

i.e.
Adjoint of A Square Matrix
) 5
a4, a5 i
A= [aij] =iy lg b
Let 831 By By, be a square matrix and let the matrix formed by the
Cll Ci? C13
Cu Cp Cyn|
Cy Gy C

cofactors of [aij ] in determinant A is = 32 73/ Then (adj A)
Cy Gy Cy)
C, Cp C

1 32
G ©

=413 23 CES.

Note: Co-factors of the elements of any matrix are obtained by eliminating all the
elements of the same row and column and calculating the determinant of the
remaining elements.

Theorem : A (adj. A) = (adj. A).A = |A| I, if A be a square matrix of order n.
Properties:

@D fadja|=]A][-1



(i) adj (AB) = (adj B) (adj A)

(iii) adj(KA) = K1 (adj A), K is a scalar

=
[ %]

3

A= ;1 +

W= oot

[llustration 3. If

Ans. Each element of cofactor matrix

3 4
_".l:l = 3 X — 4 X §= —
11 4 3 IJx 3— 4x 4
1 4 3|
= —|] g/= LAn= 4' —
2 2 3
M= — | = —2, As = |
Az 1 4 - Aa=y oy
1 2
| _
1 3| 1
Cofactor matrix =
-7 1 1
6 0 -2
-1 -1 1
adj A = transpose of codaftor matrix =
—7 6 -1
10 -1
1 -2 1

Elementary Transformation

31 find adj A,

2 38 1 3|
g g|= Gdn= ‘1 g| =0
1 3
| 1. A=
1 4 =

Any one of the following operations on a matrix is called an elementary

transformation.
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i + Interchanging any two rows (or columns), denoted by Ri<R; or Ci<C; i
: A_[1 2 -3 :.
I 4 -5 6 L
! We apply R; <+ Rs and obtain: f
1 1
= ' 1
, . [4 5 6 l '
. 1 2 —8] '
1 « Multiplication of the element of any row (or column) by a non-zero quantity i
i and denoted by Ri — kRi or Ci - kCj II
1 2 -3 1
' A= I
4 -5 6 1
1 II
1 We apply R; < 3R; and obtain: I|
; a_[3 6 -9 ,:
; 4 —b 6 |I
]
« Addition of constant multiple of the elements of any row to the corresponding 1
I element of any other row, denoted by Ri — Ri + kRj or Ci — Ci + KCj ||
' 4o [ 1 2 —3} !
1 - 1
4 -5 6 |
1 I
. We apply Ry ++ Ry + 4R, and obtain: "
1
1 - i
ot 2 4. .
l 8§ 3 —6 i
1 .I
| Inverse Of A Matrix (Reciprocal Matrix) ; W
i
; « A square matrix A said to be invertible (non singular) if there exists a matrix 1
! B such that, AB =1 = BA. B is called the inverse (reciprocal) of A and is .'
1 denoted by A-1. 1
Y « ThusA-1= B & AB=1=BA. b
« Wehave A.(adjA) = |A] In 1
_ : — A— 1
I A-1A (adjA) = A11,|A] i
1 In(adjA) = A-1|A| In i
, (adj A) !
wA-1 = Al 1



Imp. Theorem: If A & B are invertible matrices of the same order, then (AB)-! =
B-1A-1. This is reversal law for inverse

Note:

« The necessary and sufficient condition for a square matrix A to
be invertible is that |A| # 0.

« If Abe an invertible matrix, then AT is also invertible & (AT)-1 =
(A-DT.

« IfAisinvertible,
(@) (A1) 1=A;
(b) (A)1= (A )k=AKkeEN

« If Aisan Orthogonal Matrix. AAT = = ATA

« A square matrix is said to be orthogonal if, A-1 = AT,

1
=1 ] o —
13 I_IAI

System of Equation & Criterian for Consistency Gauss - Jordan Method

alx+ bly +clz=d1
azx + b2y +c2z=d2
a3x+ b3y +c3z=d3

We can write it in the form of matrix:

alz + bly + clz dl

a2x + b2y + 2z | = |d2

adx + b3y + 3z d3
Le.

al bl cl| |2 dl

a2 b2 2| |y| = |d2

a3 b3 c3| |2 d3
Let

- - - - - = - - - Pa98330f57 - - - - - - - - - ] -



al bl ¢l T dl

A= a2 b2 2|, X = |y| and B = |d2
a3 b3 3 2 d3

= AX=B

=A1AX = A1B

=X = A"1B=

(adj A).B

| A
Note:

« If|A| # 0, system is consistent having unique solution

o If |A] #0 & (adj A). B # O (Null matrix), system is consistent
having unique non — trivial solution.

o If|A] # 0 & (adjA).B = O (Null matrix) , system is consistent
having trivial solution

« If|A] = 0, matrix method fails

I
| |
If (adjA).B = null matrix=0 If (adjA).B= O

| |

Consistent (Infinite solutions) Inconsistent (no solution)

Illustration 4. Solve the following equation,
2x+y+22=0, 2x-y+2=10, x+3y-2=5.

Ans. The given equation can be written in matrix form:

22 +y+ 22
21—y+~
T+ 3y—=z [5
2 1 2 T
= 2 -1 1 Y
L, 3 =l] |2



2 1 2 1 0
= A=12 —1 1 X=|y|.B= (10
1 3 =1 2 5
(adj A).B
X = A-1B= Al
Therefore,
5 1 2
Al=12 -1 1|=2(01-3)-1(-2-1)+ 2(6+1)= 13
1 8 —1
% 7 3
adj A = |3 -4 2
T 5 —4
|'—2 b 3'| 0] o+?o+15'| ’-b513
X= 513 —4 2,10 = 510-40+10{ = [ —30/13
- [r 5 4J 3J 0—.50—20J [—'0.--'13
T 85/13 B )
yl = |-30/13| = 2= B.y= F = L
= —70/13

Elementary Operation of Matrix

A matrix is an array of numbers arranged in the form of rows and columns. The
number of rows and columns of a matrix are known as its dimensions which is given
by m [latex]\times[/latex] n, where m and n represent the number of rows and
columns respectively. Apart from basic mathematical operations there are certain
elementary operations that can be performed on matrix namely transformations. It
is a special type of matrix that can be illustrate 2d and 3d transformations. Let’s
have a look on different types of elementary operations.

Types of Elementary Operations
There are two types of elementary operations of a matrix:
« Elementary row operations: when they are performed on rows of a matrix.

« Elementary column operations: when they are performed on columns of a
matrix.



Elementary Operations of a Matrix
« Any 2 columns (or rows) of a matrix can be exchanged. If the ith and jth rows
are exchanged, it is shown by R; <> R; and if the ith and jth columns are
exchanged, it is shown by C; & C;.

For example, given the matrix A below:
[latex]A =

1 2 -3
4 —5 6
[/latex]

We apply [latex|R_{1}\leftrightarrow R_{2}[/latex] and obtain:
[latex]A =

[/latex]
» The elements of any row (or column) of a matrix can be multiplied with a
non-zero number. So if we multiply the ith row of a matrix by a non-zero

number &, symbolically it can be denoted by R; < AR;. Similarly, for column it
is given by Ci « &C..

For example, given the matrix A below:

[latex]A =
1 2 -3
4 -5 6

[/latex]

We apply [latex]R_{1}\leftrightarrow 3R_{1}[/latex] and obtain:
[latex]A =



3 6 -9
4 —5 6

[/latex]

+ The elements of any row (or column) can be added with the corresponding
elements of another row (or column) which is multiplied by a non-zero
number. So if we add the ith row of a matrix to the jth row which is multiplied
by a non-zero number k, symbolically it can be denoted by R; < R + AR;.
Similarly, for column it is given by Ci & Ci + 4C;.

For example, given the matrix A below:
[latex]A =

1 2 3
4 —5 6

[/latex]

We apply [latex]R_{2}\leftrightarrow R_{2}4+4R_{1}|/latex] and obtain:
[latex]A =

1 2 -3
8 3 —6

[/latex]<
Invertible Matrices

A matrix is an array of numbers arranged in the form of rows and columns. The
number of rows and columns of a matrix are known as its dimensions, which is
given by m x n where m and n represent the number of rows and columns
respectively. The basic mathematical operations like addition, subtraction,
multiplication and division can be done on matrices. In this article, we will discuss
the inverse of a matrix or the invertible vertices.

What is Invertible Matrix?

A matrix A of dimension n x n is called invertible if and only if there exists another
matrix B of the same dimension, such that AB = BA = [, where [ is the identity



matrix of the same order. Matrix B is known as the inverse of matrix A. Inverse of
matrix A is symbolically represented by A-1. Invertible matrix is also known as a
non-singular matrix or nondegenerate matrix.

For example, matrices A and B are given below:

L

5 =211 2 1 0O
L | i o
[t can be concluded here that AB = BA = [. Hence A-1 = B, and B is known as the
inverse of A. Similarly, A can also be called an inverse of B, or B-1 = A
A square matrix that is not invertible is called singular or degenerate. A square
matrix is called singular if and only if the value of its determinant is equal to zero.
Singular matrices are unique in the sense that if the entries of a square matrix are
randomly selected from any finite region on the number line or complex plane, then
the probability that the matrix is singular is 0, that means, it will “rarely” be
singular.

Invertible Matrix Theorem

Theorem 1

If there exists an inverse of a square matrix, it is always unique.

Proof:

Let us take A to be a square matrix of order n X n. Let us assume matrices B and C to
be inverses of matrix A.

Now AB = BA = [ since B is the inverse of matrix A.

Similarly, AC=CA =1

But, B=BI =B (AC) = (BA)C=1C=C

This proves B = C, or B and C are the same matrices.

Theorem 2:

If A and B are matrices of the same order and are invertible, then (AB)1= B-1 A-L
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Proof:

(AB)(AB)1 =1
Al (AB)(AB)1 = A-1]

(From the definition of inverse of a matrix)
(Multiplying A-1 on both sides)

(A1 A) B (AB)1 = A1 (Al =A1)
[B (AB)1 = A1
B (AB)1 = Al

BB (AB)1=B1A1
[ (AB)1=B1A"1
(AB)-1 = B-1 Al

Matrix Inversion Methods

Matrix inversion is the method of finding the other matrix, say B that satisfies the
previous equation for the given invertible matrix, say A. Matrix inversion can be
found using the following methods:

« Gaussian Elimination

« Newton’s Method

« Cayley-Hamilton Method

+ Eigen Decomposition Method

Applications of Invertible Matrix

For many practical applications, the solution for the system of the equation should
be unique and it is necessary that the matrix involved should be invertible. Such
applications are:

« Least-squares or Regression
« Simulations
« MIMO Wireless Communications

Invertible Matrix Example

Now, go through the solved example given below to understand the matrix which
can be invertible and how to verify the relationship between matrix inverse and the
identity matrix.

Example: If



o

-3 1
0

A= and B =

oyl [V Y P
.

then show that A is invertible matrix and B is its inverse.

Solution:
Given,
1
-3 1 L~
A= and B = 2
1 3
5
Now, finding the determinant of A,
-3 1
Al =
5 0
=-3(0) - 1(5)
=0-5
=ik )

Thus, A is an invertible matrix.

We know that, if A is invertible and B is its inverse, then AB = BA = |, where | is an

identity matrix.
i lll '( . .-_ l_ '
AE=(_,3 l'][] 5| _ (=3)-0+1-1 [3]5 1
& Wfls 2 5-0+0-1 B-2+0-2
| o | J J
I lll I - ;L-_‘ _l_
BA=D§'_r3 1.}:(}(_3]-5301 30
1 3NS5 0/ l1-(-3)+2-5 1-1+3-0
Q | \ 1] 2]
AB=BA=1

Therefore, the matrix A is invertible and the matrix B is its inverse.

Properties

Page 40 of 57



Below are the following properties hold for an invertible matrix A:

° (A—l)—l =A

+ (kA)-1=Kk-1A-1for any nonzero scalar k

« (Ax)* =x*tA-1if A has orthonormal columns, where + denotes the Moore-
Penrose inverse and x is a vector

¢ (A= (AT

« Forany invertible n x n matrices A and B, (AB)-1 = B-1A-1. More specifically,
if A1, Az..., Ak are invertible n x n matrices, then (A1Az:--Ax1Ax) "1 =
A—lkA—lk_l...A-le—ll

o detA-1=(detA)!

Adjoint and inverse of a matrix

The adjoint of a matrix (also called the adjugate of a matrix) is defined as the
transpose of the cofactor matrix of that particular matrix. For a matrix A, the adjoint
is denoted as adj (A). On the other hand, the inverse of a matrix A is that matrix
which when multiplied by the matrix A give an identity matrix. The inverse of a
Matrix A is denoted by A-L.

Adjoint of a Matrix

Let the determinant of a square matrix A be |A|

aiy a2 aig app a2 as|
IfA= |aan a9 asg| Then |Al = |asy az» as
@z a3zx a3 azy 4aszg2 asj

The matrix formed by the cofactors of the elements is

(Aj; A Asg)
Aoy Agg  Agg
(A3; Aszp Asz

Where




B 1+1 |92 @23
Ann = (—1) = ageazz — as3.ase

aszz2 Qass
1+2 |Q21 Q23
A= (Z1)77| | = o203t ans.a31; A1z =
1+3 |@21 G22
—])) = a1a32 — @22G31;
( as; as ’
o 2+1 (@12 Q13 g .
Ao = (—1) Gy g = —ajpasz + a13.a3z; Agyp —
212 (@11 Q13
(—1) = 11033 — @13.431;
as; ass
. 2+3 (@11 Q12 . -
Agz = (—1) e Bl —ai1a32 + aig.a3;; Az =
3+1 (@12 Qi3
(—1) = 12023 — @13 A92;
as a3
3+2 (@11 Q13
Az2 = (-1) oo ol a13. ag1; Az =
343 (@11 @12
(—1) = a11a92 — a12. 421;
a1 a2




BB L BB B I ey T
1
1
1
i
Then the transpose of the matrix of co-factors is called the adjoint of the matrix A ! i
and is written as adj A. Il
1
Ann Ay Ay .
2 1
a,dy 3 = 4412 Agg Agg f
1
: 1
A3 Agg  Asg .
% a .I
The product of a matrix A and its adjoint is equal to unit matrix multiplied by the ! i
determinant A. 1
]
Let A be a square matrix, then (Adjoint A). A= A. (Adjoint A) = | A |.1 l|
1
1
an @2 a3 An An An "
let A= |ag; ax ag3| and adj A = A9 A9 Az Il
agy asy ass A3 Az Ass !
i
’_611 aio 6113-| I_Au Ag A3l-| !
A (adi.A) = a1 az a3y x (A Ap Az |:
l_a:n agy a33J |_A13 Ags flgaJ "
andn +aizdin +ai3diz  ande +andyn +aisds  andsn +apdp + a13.433] |
= (a A +andp+apsAy ap Ay +apAp +agAs  agAsy + apnAs + agAss |I
anAn +azpAp +az3Aiz azn Ao +ampAs +azzdey  anAs +aznAn + 033-433_] II
Al 0 0O 1 00 [
=10 14 of=14]0 1 of = 4L I
0 0 |A 0 0 1 II
1
Example Problems on How to Find the Adjoint of a Matrix i I
i
Example 1: If AT = - A then the elements on the diagonal of the matrix are equal to 1 ]
1
(@1 I
(b) -1 1
(©0 [
(d) none of these . !
|
Solution: (c) AT = -A; A is skew-symmetric matrix; diagonal elements of A are zeros. ll
so option (c) is the answer. 1
1
1
]
1
]



Example 2: If A and B are two skew-symmetric matrices of order n, then,

(a) AB is a skew-symmetric matrix

(b) AB is a symmetric matrix

(c) AB is a symmetric matrix if A and B commute
(d) None of these

Solution: (c) We are given A’ =-A and B’ = -B;
Now, (AB)' = B’A’ = (-B) (-A) = BA = AB, if A and B commute.

Example 3: Let A and B be two matrices such that AB’ + BA’ = 0. If A is skew
symmetric, then BA

(a) Symmetric

(b) Skew symmetric

(c) Invertible

(d) None of these

Solution: (c¢) we have, (BA)' = A’B’ = -AB’ [ A is skew symmetric]; = BA’ = B(-A) =-

BA
BA is skew symmetric.

Example 4: Let A
[1 2 3“
= 11 3

1 h el

then adj A is given by -

Solution: Co-factors of the elements of any matrix are obtained by eliminating all the
elements of the same row and column and calculating the determinant of the
remaining elements.
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T . R _ o
An 3 3 3 ! i 1
1 4 1 3 2 : 1 3
PR | O (N | T - - N -
A 1 3 1, 4,3 1 4 1; A9y 4 3 6, Ao 1 3 0
1 2 2 3 1 3
Mo = | —: —_— — |: B — — — -
194 l 2, Az 3 1 139 ; 1 449

adj A = transpose of cofactor matrix.
-7 6 -1
Adj A= |1 0 -1
1 —2 1]

Example 5: Which of the following statements are false -

(@)If|A|=0,then|adjA|=0;
(b) Adjoint of a diagonal matrix of order 3 X 3 is a diagonal matrix;

(c) Product of two upper triangular matrices is an upper triangular matrix;
(d) adj (AB) = adj (A) adj (B);

Solution: (d) We have, adj (AB) = adj (B) adj (A) and not adj (AB) = adj (A) adj (B)
Inverse of a Matrix

If A and B are two square matrices of the same order, such that AB = BA =1 (I = unit
matrix)

Then B is called the inverse of A, i.e. B = A-1 and A is the inverse of B. Condition for a
square matrix A to possess an inverse is that the matrix A is non-singular, i.e., | A | #
0. If A is a square matrix and B is its inverse then AB = I. Taking determinant of both
sides| AB|=|1|or|A||B|= L From this relation it is clear that | A | # 0, i.e. the
matrix A is non-singular.

How to find the inverse of a matrix by using the adjoint matrix?
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We know that, -
A.(Adj A) = |A|T or 4_<|~1Ti?_4) _
And

AAY= T, At= L (Adj. A)

Properties of Inverse and Adjoint of a Matrix

I (Provided |A

« Property 1: For a square matrix A of order n, A adj(A) = adj(A) A = |A]],

where I is the identitiy matrix of order n.

« Property 2: A square matrix A is invertible if and only if A is a non-singular

matrix.
Problems on Finding the Inverse of a Matrix

Illustration : Let A

Lo -6 7_|
What is inverse of A?

Solution: By using the formula

; 17 y
Kl — % we can obtain the value of A :

We have

4 5) 3 5
AM— [—6 —T] = 4 Alg— !O _7] = 21
Similarly

A13=-18A31=4,A3=—-8,A33=4,A21=46,A22=—-7,A3=6
cofactor matrix of A

B 21 —i8
=16 -7 6
4 -8 4

adj A = transpose of cofactor matrix

7 0)
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- __] ) _J _ ] _] | _J _ _] _] L) _] _J _] _] _] - ) _ _] L _J ] f ]

I - - - - - - - - - - - - - - - - - - - - - - - -] - - - - I

|
]

1
|
2 6 4 il

adjA = 21 -7 -8 1
~18 6 4 "
|

1 0 —1 1
Also [A|=[3 4 5|= {4x(-7)—(-6)x5—-3x(—6)} |'
0 -6 -7 D
=-28+30+18 '
=20 Il

- 1
2 6 4 .

1 adjA _ 1 L 1
44_ — |4| = 3 21 { 8 l|
~18 6 4 y

1
. 1

Types of Matrices !
II
Matrix Types: Overview i 1
. . 1

The different types of matrices are: 1
|

Type of Matrix Details |
1

Row Matrix A = [aylixn I
1
Column Matrix A = [aijl s II
Zero or Null Matrix A = [@j] iy Where, a; = 0 ll
Singleton Matrix A = [ay]myn Where, m = n =1 1 ’
Horizontal Matrix [@jlmxn where,n>m 1 I
Vertical Matrix [aqum where,m>n II
Square Matrix [@j)mxn where,m = n i I
Diagonal Matrix A=[ag] wheni#] ll

|
) 0. $£4 ) 1

Scalar Matrix A= [a,j]m,m where, a;; = ‘i o J where k is a constant. 1
3 p = I

1
1, i=4 '

Identity (Unit) Matri A=ladmnwhere, a;; = ¢ . ” I
entity (Unit) Matrix [ay] y {U. g I

1
Equal Matrix A = [ajlmxn @nd B = [bjlixs where, ay=by,m=randn=s 1 '
. . _ . |

Triangular Matrices Cin bg e!ther upper triangular (a; = 0, when i > j) or lower triangular (a; =0 1
wheni<j) |

|
1

|
]

1
]

- - - - - = - - - Page470f57 - - - - - - - - - ] - 1



Singular Matrix
Non-Singular Matrix
Symmetric Matrices

Skew-Symmetric
Matrices

Hermitian Matrix

Skew — Hermitian
Matrix

Orthogonal Matrix
Idempotent Matrix
Involuntary Matrix

Nilpotent Matrix

|Al=0
|A|#0

A = [ay] where, a; = a;

A = [ay] where, g, = g

A= AR
AB=-p
AAT=[,=ATA
A=A

Al=| AT=A

3peNsuchthatA® =0

Types of Matrices: Explanations

Row Matrix

A matrix having only one row is called a row matrix. Thus A = [ajj]mxn is a row matrix
if m = 1. So, a row matrix can be represented as A = [ajj]1xn. [t is called so because it
has only one row and the order of a row matrix will hence be 1 X n. For example, A
=[12 4 5] is row matrix of order 1 x 4. Another example of the row matrixis P = -
4 -21-17 ] which is of the order 1 x 3.

Column Matrix

A matrix having only one column is called a column matrix. Thus, A = [ajjJmm is a
column matrix if n = 1. Thus, the value of for a column matrix will be 1. Hence, the

orderism X 1.

An example of a column matrix is:

-
2

is column matrix of order 4 x 1,

Just like the row matrices had only one row, column matrices have only one column.
Thus, the value of for a column matrix will be 1. Hence, the order is m X 1. The
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general form of a column matrix is given by A = [ajj]mx1. Other examples of a column
matrix include:

1

2 18

p=| 7 Q= |-19
17 9

- 13._

In the above example, P and Q are 3 X1 and 5 X 1 order matrices respectively.
Zero or Null Matrix

[f in a matrix all the elements are zero then it is called a zero matrix and it is
generally denoted by 0. Thus, A =

0 0 0
B 9
. . - g0 4. .
[aij]mxn 1S @ Zero-matrix if ai;; = 0 for all i and j; E.g. is a zero matrix of
order 2 x 3.
0 0
A= 10 D
0 0

oo o
oo o
oo o

isa3 x 2 null matrix & B = is 3 x 3 null matrix.
Singleton Matrix

[f in a matrix there is only element then it is called singleton matrix. Thus, A =
[aij]mxn is @ singleton matrix if m = n = 1. E.g. [2], [3], [a], [] are singleton matrices.

Horizontal Matrix



A matrix of order m x n is a horizontal matrix if n > m; E.g.

i 2 3 4
25 1 1
Vertical Matrix

A matrix of order m x n is a vertical matrix if m > n; E.g.

2 5
11
3 6
_24_

Square Matrix

[f the number of rows and the number of columns in a matrix are equal, then it is
called a square matrix.
Thus, A = [ajj]mxn Is a square matrix if m = n; E.g.

ai daiz a4
Qg1 dg22 Qa3
as1 a2 as3

is a square matrix of order 3 X 3.
The sum of the diagonal elements in a square matrix A is called the trace of matrix A,
and which is denoted by

n

tr(A;r(A)= > @ij = ann + a2+ ...+ Gma.
=1
Another example of a square matrix is:




[ = = = = = = = = = m = = = m o= = = = = = = = = = o= = = ]
1 1
1 1
1 1
1 1
1 1
i ]
W p= |2 T !
I 09 13 I
1 ! 1 l
o IV 2 1 13-‘ I
1 ! Q = — 5 _ 8 0 I |
] ]
' L 14 -7 9 J 1
i i
'I The order of Pand Q is 2 x 2 and 3 X 3 respectively. ll
1 1
: 1 Diagonal Matrix i 1
1 1
1 If all the elements, except the principal diagonal, in a square matrix, are zero, it is 1
.' called a diagonal matrix. Thus, a square matrix A = [a;] is a diagonal matrix if a; = |I
'I 0,wheni#j; E.g II
o 2 0 0 i
I 0 3 0 [
1 i
' 0 0 4 "
ll is a diagonal matrix of order 3 x 3, which can also be denoted by diagonal [2 3 4]. II
[ The special thing is, all the non-diagonal elements of this matrix are zero. That 1
d 1 means only the diagonal has non-zero elements. There are two important things to II
1 note here which are |
1 1
|| (i) A diagonal matrix is always a square matrix 1 :
1
'I (ii) The diagonal elements are characterized by this general form: ajj where i =j. I|
1 This means that a matrix can have only one diagonal. i :
II Few more example of diagonal matrix are: 1
] 1
1 - 1
]
o 9 0 [4 0 0 -‘ L
I Q= R= |0 13 0 .
" g 13 '
‘ 0 0 -2 "
1
ll In the above examples, P, Q, and R are diagonal matrices with order 1 X 1, 2 X 2 and II
[ 3 X 3 respectively. When all the diagonal elements of a diagonal matrix are the 1
. ! same, it goes by a different name- scalar matrix which is discussed below. 1 A
i
1 I 1
] ]
1 1
] ]
= - __ I BN | - - B S | - Page 51 Uf 57 --- - - - - . - - - 1




Scalar Matrix

If all the elements in the diagonal of a diagonal matrix are equal, it is called a scalar
matrix. Thus, a square matrix A = [ajj]mxis a scalar matrix if

0, i#]
B, i=j

aijj = where k is a constant.

0 0 -7

is a scalar Matrix.
More examples of scalar matrix are:

V5 0 0
b do- [y o)

Now, what if all the diagonal elements are equal to 1?7 That will still be a scalar
matrix and obviously a diagonal matrix. It has got a special name which is known as
the identity matrix.

polo 0
l |

Unit Matrix or Identity Matrix

[f all the elements of a principal diagonal in a diagonal matrix are 1, then it is called
a unit matrix. A unit matrix of order n is denoted by In. Thus, a square matrix A =
[aij]mxn is an identity matrix if

1, #=3

1 0 0
Eg.Is= 10 1 @

0 0 1
Conclusions:

« All identity matrices are scalar matrices
+ All scalar matrices are diagonal matrices
« All diagonal matrices are square matrices



[t should be noted that the converse of the above statements is not true for any of
the cases.

Equal Matrices

Equal matrices are those matrices which are equal in terms of their elements. The
conditions for matrix equality are discussed below.

Equality of Matrices Conditions

Two matrices A and B are said to be equal if they are of the same order and their
corresponding elements are equal, i.e. Two matrices A = [ajj]mxn and B = [bij]rxs are
equal if:

(@) m =r i.e. the number of rows in A = the number of rows in B.

(b) n = s, i.e. the number of columns in A = the number of columns in B

(c)aj=bj,fori=1,2,...,mandj=1,2, ..., n, ie. the corresponding elements are
equal;
0 O d D U 0
and
0 O 0O 0 O

For example, Matrices
their orders are not the same.
But, If

1 6 3 a; a9 as

il PR | P

ai=1l,a;=6,a3=3,b1=5,bz2=2,bz3=1.

are not equal because

are equal matrices then,

Triangular Matrix

A square matrix is said to be a triangular matrix if the elements above or below the
principal diagonal are zero. There are two types:

Upper Triangular Matrix

A square matrix [aj] is called an upper triangular matrix, if a; = 0, when i > j.

3 1 2
Eg |0 4 3
0 0 6

is an upper uriangular matrix of order 3 x 3.



Lower Triangular Matrix

A square matrix is called a lower triangular matrix, if ajj = 0 when i < j.

[4 & 2

J is a lower triangular matrix of order 3 x 3.
Singular Matrix and Non-Singular Matrix

Matrix A is said to be a singular matrix if its determinant |A| = 0, otherwise a non-
singular matrix, i.e. If for det |A| = 0, it is singular matrix and for det |[A]| # 0, it is
non-singular.

Symmetric and Skew Symmetric Matrices

« Symmetric matrix: A square matrix A = [aj] is called a symmetric matrix if
aij = ajj, for all i,j values;

1 2 3
2 4 B
2 B 2. ‘

is symmetric, because a;2 = 2 = az1, as1 =
3 =azetc.

Note: A is symmetric if A’ = A (where ‘A’ is the transpose of matrix)

» Skew-Symmetric Matrix: A square matrix A = [ajj] is a skew-symmetric matrix
if a; = aj;, for all values of i,j. [putting j = i] ai =0

Thus, in a skew-symmetric matrix all diagonal elements are zero; E.g.

5 '@ 1}
A= -2 0 -3}{,B=J¢g 2
[—1 3 OJ 2 0

are skew-symmetric matrices.
Note: A square matrix A is a skew-symmetric matrix A’ = -A.

Some important Conclusions on Symmetric and Skew-Symmetric Matrices:
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« If Aisanysquare matrix, then A + A’ is a symmetric matrixand A- A’ isa
skew-symmetric matrix.

+ Every square matrix can be uniquely expressed as the sum of a symmetric
matrix and a skew-symmetric matrix. A=1/2(A+A")+1/2(A-A")=1/2
(B + C), where B is symmetric and C is a skew symmetric matrix.

« Ifaand B are symmetric matrices, then AB is symmetric AB=BA,i.e. A& B
commute.

« The matrix B’AB is symmetric or skew-symmetric in correspondence if A is
symmetric or skew-symmetric.

« All positive integral powers of a symmetric matrix are symmetric.

« Positive odd integral powers of a skew-symmetric matrix are skew-
symmetric and positive even integral powers of a skew-symmetric matrix are
symmetric.

Hermitian and Skew-Hermitian Matrices
A square matrix A = [ajj] is said to be a Hermitian matrix if
— a‘ji \v“i!.j; i-eo L — AG

dij

a b+ ic

b—ic d

3 34 5+2q
3+4 5 247
[5—2@ —F—F 2 J

E.g.

Hermitian matrices

Important Notes:

. N . Gi = @i => o tsreolVi,
« IfAisaHermitian matrix then thus
every diagonal element of a Hermitian Matrix must be real.
« If a Hermitian matrix over the set of real numbers is actually a real symmetric
matrix; and A a square matrix,

A = [ajj] is said to be a skew-Hermitian if &fj - —aji’ V’Z,j, e Af=-A
; 37 —3+22 —1-— z-‘
£o. |, O i "20+ i [3 —9% 2 —2 4
[ 145 @es |



are skew-Hermitin matrices.

« IfAisaskew-Hermitian matrix then =\frac{1}{2}(A+A")+\frac{1}{2}(A-
AN=\frac{1}{2}(B+0),

ai; = —a; = e+ — =0

i.e. aii must be purely imaginary or zero.

+ A skew-Hermitian matrix over the set of real numbers is actually is a real
skew-symmetric matrix.

Special Matrices
.{42=D4i|:|+ == D.&{D). =

(a) Idempotent Matrix: A square matrix is idempotent, provided Az = A. For an
idempotent matrix

A A" = AVn > 2,ne
N= A"= A,n> 2.

For an idempotent matrix A, det A =0 or x.

(b) Nilpotent Matrix: A nilpotent matrix is said to be nilpotent of index p, (p € N), if
Ap =0, Ar-1 £ 0, i.e. if p is the least positive integer for which Ar = O, then A is said
to be nilpotent of index p.

(c) Periodic Matrix:

A square matrix which satisfies the relation Ak+1 = A, for some positive integer K,
then A is periodic with period K, i.e. if K is the least positive integer for which Ak+
1= A, nd A is said to be periodic with period K. If K =1 then A is called idempotent.

(2 —3 ~5W
E.g.thematrix { —1 4 51
213

has the period 1.

Notes:



(i) Period of a square null matrix is not defined.
(ii) Period of an idempotent matrix is 1.

(d) Involutary Matrix:

[f AZ = |, the matrix is said to be an involutary matrix. An involutary matrix its own
inverse

o Jo 1]fo 11 1 o0
Ea®A="1 oll1 ol = lo 1
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